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Abstract

This paper reproduces Lucas's analysis of the costs of business cycles in an economy with a low probability,
crash state in consumption growth. It is shown that the presence of a crash state dramatically increases the costs of
consumption volatility.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

In an elegant and dramatic demonstration, Robert Lucas, Jr. (1987) argued that the welfare costs of
consumption volatility, as exhibited in post-war U.S. data, are extremely small – for reasonable values of
risk aversion, the typical household would paymuch less than 1% of their annual consumption to eliminate
all volatility. This result clearly posed a challenge to economists involved in stabilization policy analysis
since the cost of the paper and ink involved in such work, not to mention the conferences, likely exceeded
the potential benefits to society. Not surprisingly, there were many responses to this challenge and these
were in large part motivated by the simple environment that Lucas used for his demonstration. Notably, he
assumed a representative agent with time-separable preferences. Papers have been introduced that permit
non-expected utility (Tallarini (2000)) while others attempt to model the asymmetric distributional effects
on household consumption caused by business cycle activity (Krusell and Smith, 1999, 2002). In his 2003
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American Economic Association Presidential Address (given sixteen years after his original demonstration),
Lucas (2003, p. 1) reviews this literature and concludes, “I argue in the end that, based onwhatwe knownow,
it is unrealistic to hope for gains larger than a tenth of a percent from better countercyclical policies.”

In reaching this conclusion, Lucas points out that estimates of the costs of business cycles are
inextricably linked to analysis of the equity premium puzzle since, in both types of analyses, the volatility
of households' (or investors') marginal utility of consumption plays a critical role. It is not surprising,
therefore, that modifications that helped to resolve the equity premium puzzle (e.g. non-expected utility)
were also used to study the costs of consumption volatility. But in the list of modifications that Lucas
surveys, one proposed resolution to the equity premium puzzle is noticeably absent: the inclusion of a low
probability crash state.1 As shown in Rietz (1988), the presence of such a state can indeed explain the
equity premium puzzle (and the associated risk-free rate puzzle).2 Recently, Barro (2005, p. 2) extends the
Rietz analysis and provides some empirical estimates of crash state scenarios. As he states, “…I extend
Rietz's analysis and argue that it provides a plausible resolution of the equity premium and related puzzles.
Included in these other puzzles are the low-risk free rate, the volatility of stock returns, and the low values
of typical macroeconometric estimates of the intertemporal elasticity of substitution of consumption.” I
demonstrate below that it can also dramatically increase the costs of business cycles.

The analysis presented here, and the conclusion about the role of stabilization policy, is very similar to a
recent paper by Chatterjee and Corbae (in press). In that paper, the authors investigate the welfare
consequences of a crash state scenario within a richer environment than that presented here. Specifically,
theymodel the crash state as affecting the economy-wide probability of employment (hence, in this manner
the authors introduce aggregate shocks to the economy); in addition, individuals also have idiosyncratic
shocks that affect whether they are employed or not. Agents can purchase insurance against aggregate
shocks and hold assets to self-insure. A critical extension over Lucas's analysis and what I present below is
that consumption is endogenous. Chatterjee and Corbae then calibrate the Markov process for aggregate
uncertainty to unemployment data (defining a depression state to be unemployment in excess of 17%) and
analyze the welfare consequences under different scenarios such as the possibility of complete insurance
and different levels of persistence for the aggregate shock. The authors find (in their baseline model) that
the welfare gains of eliminating the possibility of a depression is 1.87% – roughly 10 times Lucas's (2003)
estimate. Clearly, this is an important contribution to this literature but I argue that the simple example
presented below has strong pedagogical value in underscoring the effects of a crash state. Since Chatterjee
and Corbae calibrate their model to the U.S. unemployment history of the 20th century, the crash state is
highly persistent due to the influence of the Great Depression. Specifically, the probability of remaining in
a crash state is nearly unity; in their estimate this conditional probability is 0.9917.3 It is easy to conclude
from their analysis that the high persistence of a crash state is critical in their welfare analysis. Yet, in the
model presented below, I show that the costs of a crash state (defined in terms of consumption) are high

1 Lucas does mention a recent paper, discussed in more detail below, by Chatterjee and Corbae (in press), that does model a
Great Depression-like state scenario. However, Lucas's comments focus on the modeling of heterogeneity (employed and
unemployed agents) rather than the severity of the crash state.
2 Mehra and Prescott (1988) did not find Rietz's proposed solution satisfactory. For instance, the crash state scenario implies
that the probability of a crash state and interest rates should be negatively related. Mehra and Prescott note that during the
Cuban missile crisis, interest rates did not behave in this manner. One could make the counter argument that, in the presence of
nuclear war, a truly risk-free asset might be hard to find. Barro (2005) discusses the Mehra and Prescott (1988) critique in detail.
3 Also, the unconditional probability of a crash state is almost 10%, whereas in the economies studied below, this probability
varies between 0.1% and 1.5%.
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even when there is no persistence in the crash state. Moreover, recent analysis of consumption in Indonesia
during the financial crises in the late 1990s (see Thomas et al. (1999)) suggests that the modeling of
consumption used in the analysis below is not unreasonable. Hence, the simple analysis presented here
highlights the dramatic effects that a crash state has on welfare.

I first cast Lucas's analysis in a discrete-state setting which includes a rare, catastrophic state. This
discrete setting is then calibrated to match post-war consumption data. For reasonable parameter values for
risk aversion, I show that the costs of business cycles are roughly ten times as large as that implied by
Lucas's analysis. Using consumption data for 2005, these estimates imply that households would pay close
to $75 billion to eliminate consumption volatility, i.e. roughly 3% of aggregate consumption. The
conclusion is that the gains from stabilization policy are not seen in reducing the second moments of
consumption but lowering the probability and severity of crash states.

2. Lucas's analysis

Lucas asks the simple question: Suppose household's current consumption path is growing at the
constant rate of μ. If uncertainty was introduced into this path, how much would households have to be
compensated to be indifferent between the random and non-random consumption streams? Assuming
CRRA utility, this formalizes to finding the value of λ that solves:

E
Xl
t¼0

bt
½ð1þ kÞct�1−g

1−g

( )
¼

Xl
t¼0

bt
½Aelt�1−g
1−g

ð1Þ

Lucas demonstrates that when consumption growth is a log-normal process, then the welfare cost of
business cycles is roughly proportional to the variance of shocks to the growth process (σ2) with the
factor of proportionality given by agents' relative risk aversion, γ.

kc
g

2
r2

Lucas estimates σ2 = (0.032)2 (defined by the standard deviation of the residual from regressing log of
annual per-capita real consumption on a time trend over the period 1947–2001). Hence, we have the
following estimates demonstrating the trivial costs of business cycles (see Table 1).

3. An alternative characterization

An alternative estimate of the costs of random consumption can be obtained by assuming a discrete
state process for consumption growth. Here, I employ a representation first used by Rietz (1988) in order

Table 1
Costs of consumption volatility in the Lucas economy (in %)

γ λ

1 0.051
3 0.154
5 0.255
8 0.408

66 K.D. Salyer / Economics Letters 94 (2007) 64–70



Aut
ho

r's
   

pe
rs

on
al

   
co

py

to study the equity premium puzzle. Specifically, it assumed that (gross) consumption growth follows the
following discrete-state Markov process

lt ¼
l1 ¼ 1þ mþ d
l2 ¼ 1þ m−d
l3 ¼ kð1þ mÞ

8<
:

with transition probability matrix (where the entry in row i and column j represents the conditional
probability of going to state j from state i)

P ¼
p 1−p−p p

1−p−p p p
1=2 1=2 0

0
@

1
A

States 1 and 2 are normal growth rate states while, under the assumption that kb1, state 3 represents a
“crash” state or catastrophic state; note that the crash state is assumed to have no persistence. I examine
below different values for the severity of the crash (determined by k) and the likelihood of a catastrophic
state (denoted by p); for given values of these parameters, the remaining parameters are chosen so that
the mean and standard deviation of μt match the data. (The moments used in the analysis are given in
Table 2.)

Within this setting, the costs of business cycles are measured by the value of λ that solves (where μ=
E(μt)=1.02)

E0

Xl
t¼0

bt
½ð1þ kÞct�1−g
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¼
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The right-hand side of Eq. (2) can be expressed as:

c1−g0

1−g
1

1−bl1−g
ð3Þ

To compute the left-hand side expression, rewrite this first as:

ð1þ kÞ1−g
1−g

E0

Xl
t¼0

btc1−gt

" #

and define the value function, vðc0;l0Þ ¼ max E0
Pl

t¼0 b
tc1−gt

h i
. Given this definition, the value function

must satisfy the functional equation:

vðct;ltÞ ¼ max c1−gt þ bEt v ctþ1; ltþ1

� �� �h i
ð4Þ
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where ct+1=ctμt+1. As discussed in Ljungqvist and Sargent (2004), the assumption of CRRA preferences
implies that the value function can be written as separable in current utility and a function of the current
growth rate.

vðct; ltÞ ¼ c1−gt wðltÞ ð5Þ

Let wi=w(μi). Then the unknowns (w1, w2, w3) are the solution to the three equations defined by Eq.
(4) and using Eq. (5)

wi ¼ 1þ bEi½l1−gj wj� ði;jÞ ¼ 1;2;3: ð6Þ

Once the values of wi have been determined, the unconditional expectation of lifetime utility is
computed using the unconditional probabilities associated with Π (determined by the eigenvector
associated with the eigenvalue of 1). Denoting this unconditional expectation as E(w), the costs of
business cycles are determined by the value of λ that solves4:

ð1þ kÞ1−gE wð Þ ¼ 1
1−bl1−g

ð7Þ

3.1. The costs of business cycles in the crash state economy

To obtain quantitative estimates of the cost of business cycles in the crash state economy, I calibrate the
discrete state Markov process in the manner described in Mehra and Prescott (1985). Namely, the
parameters are chosen so that the mean, standard deviation and first-order autocorrelation of μt are
broadly in line with that of annual US per-capita consumption from 1948 to 2001.5 These moments are
given in Table 2.

Since these three moments are insufficient to determine the five parameters describing the Markov
process (π, p, m, v, k), I choose values for the severity of the crash state (k) and the probability of the
crash state (p) that are roughly in line with those used by Rietz. I look at two cases: Economy 1
represents a 50% fall in normal consumption (k=0.5) with probability (p) of 0.001. Hence, this
represents a truly catastrophic scenario (the drop in consumption experienced in one year is equivalent
to the fall in output during the first 3 years of the Depression) which occurs roughly once every
1000 years. In Economy 2, consumption falls by 25% (k=0.75) of its normal value and this state

4 Note that this discrete state framework does not, in general, impose the condition that the shocks to growth are i.i.d. (as in
Lucas's analysis). Hence, it is possible to compute the costs of eliminating business cycles conditional on the current state as
defined by (1+λi)

1−γwi=1/(1−βμ1−γ). In practice, however, since there is not much persistence in consumption growth (see
Table 2), the values for λi, i=1,2,3 do not differ by a large degree from the values reported in Table 3.
5 In the data, the standard deviation of μt is 0.02 while the first order autocorrelation is 0.3. I use the figures reported in Table
2 so that the 3 state Markov model yields sensible parameter values (specifically so that πb1) for the two cases studied. A
problem arises in that the assumed lack of persistence in the crash state implies negative serial correlation in the process. To
overcome this requires a high value of π. The standard deviation in Mehra and Prescott's analysis was 0.032 (using a much
longer time series for consumption) while they found consumption growth to be negatively autocorrelated. As mentioned
earlier, Lucas used an estimate of the volatility of consumption based on a trend stationary specification of per-capita
consumption.
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occurs just a bit less than fifteen times every 1000 years.6 The discount factor is held constant at
β=0.96 while relative risk aversion takes on the values reported in Table 1, i.e. γ=(1.5, 3.0, 5.0, 8.0).
The implied costs are presented in Table 3.

In the third quarter of 2005, aggregate consumption of nondurables and services in the U.S. was
roughly $2.5 trillion. Hence, for relative risk aversion in the range of 3 to 5, the numbers in Table 3 imply
that the presence of a crash state produces costs of approximately $75 billion (in perpetuity) for the U.S.
economy.

4. Discussion

By comparing the values in Tables 1 and 3, it is clear that the presence of a crash state in consumption
significantly increases the costs associated with consumption uncertainty relative to an economy in which
consumption has a symmetric distribution. One conclusion to draw from this is that the modeling of
policymakers' preferences as the sum of squared deviations from some target (whether inflation or full
employment GDP) value, the common practice in almost all applied policy analysis, may be misguided:
As Lucas (1987) demonstrated and reflected in the figures given in Table 1, these costs are insignificant.
Instead, the results here argue that reducing the likelihood and severity of tail events is a policy objective
with real welfare consequences.

Consider the welfare consequences in Economy 2 of reducing the probability of a crash state from
0.015 to 0.0075 – that is, reducing the probability by half. The welfare gain in terms of consumption
(determined by the difference in the value of λ given in Eq. (7)) is presented in Table 4.

6 These parameter values are chosen primarily for illustrative purposes; clearly much more work needs to be done in
establishing estimates of the parameters k and p. Barro's (2005) recent study of GDP for the US and several developed and
developing economies would support the values used in Case 2. Recently, Thomas et al. (1999) report that per-capita
consumption fell by 34% during the recent financial crisis in Indonesia.

Table 3
Costs of consumption volatility in crash state economies (in %)

γ Economy 1 Economy 2

1.5 1.76 2.28
3.0 2.72 3.53
5.0 4.56 4.66
8.0 17.7 6.89

Table 2
Sample moments

E(μt) 1.02
Sd(μt) 0.032
Corr(μt, μt−1) 0.05
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These marginal gains are fairly substantial relative to those presented in Table 1. Hence stabilization
policy that focuses on the rare but catastrophic event would represent an improvement over current
cyclical concerns.
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