(oué.«‘li("ban

P’Oloc(la«ie,"'y P(E‘F) = ELEL)—E) Ce.!.Sum;«s

P(F> )’(Ac«"‘
P(F) 0

INDEPENDENT EVENTS.

We say that two events 4 and B are independent if
P(AN B) = P(A) P(B) *)
It follows from this and the definition of conditional probability that if 4 and B are independent then
P(A|B)=P(A) and P(B|A)=P(B) (*¥)

Alternatively, one can take one of the two equalities in (**) as definition of independence and derive

both the other and (*). Thus (*) and (**) are equivalent.
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Going back to our example where S ={a,b,c.d,e,f,g}, A={a,c,d,e}, B={a,e,g}, AnB={a,e} and

a b ¢ d e f g

8 o B0 E & AR
= T4 = T
¢ . ¢ .3 R A4 & lo <
P(A)=Lyo4_+2 | PB)=—+L+2, PU~B)=L = {L PAPB)= = . Z = o
U=frorgal o PO=pele R, PUnn-g 4(@ WPB)= 2 < (=
On the other hand, if S={a.b,c,d,e, f,g,h,i} and
a b c d e f g h i deu ¥
b 43304044
Then E={a,b,c,e} and F = {c,d,e,g} are independent. In fact, p(E)= é— P(F) 1 ,
32
EnF=ice, E~F)= L and thus P(E~F)=PE)P(F).
q A
| (
L ==l == E cuud F OR
& 3 3 9
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Bayes' formula

Let £ and F be two events such that P(E)>0 and P(F)>0. Then R ssu ‘w‘u&
P(EAF) PR+ 0
P(F) (1)

P(E|F)=

and

uoke et FOE = ENF

pop | gy~ PENF) < P(FnE)=Plear
FIE =05 Assiin, O
P(edto 9

From (2) we get that mwud {47 hoWy »'le, ‘97 P(E)

P(FIE) PLE) = P(EnF) 3)
- -

ub (b . the numerator of (1)
Bayes’ formula (4)

Substituting (3) into (1) we get

P (EIF) = Plenr) _ PlFIE) PED
P(F) P(F)
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Ekcm‘o&: D = you L\ava [ Cl\'.&?c,.va
=D :]au dou'+ have tle 44.-\901{

+ = pou test Foé.'ff\,t
— = you te st lﬂ(%c"rl've

v forwetisu : P(>) = 5%, base rate = 10 -6% = 257,

Seusitivih 04 Flu test P(+1D) = 92

Syieu‘FCcfv oF tle test Pl=1 " D> = 8870
= P 2b) = l00% -8% =12%

P(D\-\-) =

P(+)
9 5 G2 . 2
T L - oo 1
P(+) P(+nD) + P(+Nn=D)
— —

4+~ (+ad) U [(+naDD>  dujerut

P(+) = P(+AD) + P (+n D)

P(+A D) = P(+ID) P(P
Pl+n D) = P(+12D) P(7p)

N
Sxk
= N

92 S
Too T2 as
P(DH’) - leo 'F-?:’u
42 5 + _'5., .‘:"/5- + -
o0 100 (oo o9 ’F/\_
9z 5 3
sl ‘,;o%o/\’ 1295, & 9z
loo 1a» o 100




Bayes' theorem

P(F|E) P(E)

B > i 1 that |P(E|F)=
ayes’ formula says that |P(E|F) P(F)

. From set theory we have that, given any two sets 4 and B,

A=(AnB)u(4ANn—-B) (5)

(A0B) n(An7BY=p

and the two sets (4N B) and (4n—B) are disjoint. Thus P(4)=P(ANB)+P(4AN—-B).

Hence in the denominator of Bayes’ formula we can replace P(F') with

Then, using conditional probability we get that P (F NE ) = and
P (F N—E ) =
Thus P (F ) =

Replacing this in Bayes’ formula we get

P(FlE) F(E\) Bayes’ theorem (6)
p(FIE) P(E) + P(FI7E) P(7E)

P(EIF) =
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PE|F) P(F | E) P(E)
P(F | E)P(E) + P(F | —E)P(—E)

EXAMPLE.

Enrollment in a class is as follows: 60% econ majors (£), 40% other majors (=E). In the past, 80% of the econ

majors passed and 65% of the other majors passed. A student tells you that she passed the class. What is the

PlE) = o P(-g) = %°

probability that she is an econ major? Let P stand for “Pass the class”.

P[PqulE) . P(E) [fole) [Oo
P(E|P)=
A ran 12 FE) 1 Pl 178) PCTE) P(RolE) = £
go (o P(P&IJ'_’E)= %?0
Too oo

{

’_83 ) é.o + é.s 40

—— — 13 - -

|Co | co o0 100
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Back to previous examples
EXAMPLE 1. Testing for a disease

Base rate of a disease: percentage of the population that has the disease
Sensitivity of a test: percentage of those who have the disease that tests positive

Specificity of a test: percentage of those who do not have the disease that tests negative

Suppose:

Base rate = 6% = P(D) Pl=D) = 94

Sensitivity = 88% = P(+ D) P(=1D) = 12%

Specificity =93% = P (-]-D) P+l 2D = 2%
Suppose you test positive. What is the probability that you have the disease? P ( bl+)
Previous analysis: PIDIP = Prin) Pioy %86

Populatioi(:ilz%:) P+ PEISDIPIRY ™ "o /L 9a,
N

6% have
disease

94
To0 v

88% test
positive

12% test
negative

7% test
positive

93% test
negative

88 ( 6 Ar)— 12 (6 ar)— L(% ) - 93 (94 Ar)—
IOO(IOON)_ lOO(lOON)_ 100 IOON 100(100N)_
528 72 658 8,742
10,000 2V 10,000 Y 10:000 2V 0.000
true false false true
positives negatives positives negatives

The probability of having the disease, conditional on testing positive is:

528 10]:)[00 528 10]:)]00 528
10 = = = 0.4452 = 44.52%
528 +658 1,186~ LI86

10,000 10,000 10,000
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EXAMPLE 2. More than two categories

Base rates of seniors who graduated within the past 6 months:

CS Econ Hist Math
28% 40% 12% 20%

Percentages of those who found a job within 6 months of graduation by major:

Major: CS Econ Hist Math
% who found a job: 95% 80% 70% 78%

You learn that Ann graduated 6 months ago and has already found
a job. What is the probability that Ann is an Econ major?

1,000 P(AVWI ‘s au ECA Wajo/[Fo'u"\J
graduates & Jub)

s Math

28% 20%

b oe s
robe s
. no . no
20% 2% 28% 78% 22%

{320} 80 84} {36

The probability of Ann being and Econ major, given that she found a job is thus:

320 320

= =0.3874=38.74%
266+320+84+156 826
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AS.SUMM/G NDO DOUBRLE MAToRs
E1 E'L Es E4. E 1 A El - ¢
CS Econ Hist Math Eyne 3y =6 N

28% 40% 12% 20% c
E, NEq £ 2 NEy =6

Ez e, -
Major: CS Econ Hist Math L +- ¢

% who found a job: 95% 80% 70% 78%
E VE, VB3 UEL = S

Now we need a version of Bayes’ rule that allows for more than two conditioning events.

Let S be the set of states and {£,,E,,...,E, } be a partition of S, that is,
e ELUE U.UE =8§

e Foralli,je{l,2,..m} withi# j, EENE; = %)
Let F < S be an arbitrary event. Then

F=(FNE)U(FNE,)U..U(FNE,) ,all disjoint events. Thus
L~

P(F)=P(FNE) + P(FNE,) +..+ P(FNE,)

J N V]
' V" g

P(FIE.) P(EL)
PLEIE,VPIEY + P(FIE)P(E,) ¢ --~t PIFlEL)PE)

Hence, P(Ei |F) =
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CS Econ Hist Math

28% 40% 12% 20%
and, by hypothesis, CS, ECN, HIS, MAT is an exhaustive list of majors:

P(CS) = %, P(ECN) = %, P(HIS) = %, P(MAT) = %

CS Econ Hist Math

Major:
% who found a job: 95% 80% 70% 78%
P(J|CS)=9—5, P(J|ECN)=&, P(J|H1S)=7—O, P(J|MAT)=7—8
100 100 100 100
P(ﬁJ|CS)=i, P(ﬁJ|ECN)=&, P(ﬁJ|HIS)=£, P(ﬁJ|MAT)=£
100 100 100 100
Thus
P(J|ECN)P(ECN)
P(ECN | J) = P(J|CS)P(CS)+P(J|ECN)P(ECN)+P(J|HIS)P(HIS)+P(J|MAT)P(MAT)

80, 40
— 100”100 _ —
1007100 1007100 100" 100 100 100
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