MORE THAN TWO CATEGORIES

Enrollment in a class

ECN ARE PSY Other
38% 20% 12% 30%
Percentages of those who passed:
major ECN ARE PSY Other
percentage who passed 70% 60% 40% 35%

You learn that Ann passed the class. How likely is it that Ann is a PSY major?



major
—% enrollment

ECN ARE PSY Other
38% 20% 12% 30%

Ann passed the class. How
likely is it that she is a PSY
major?

P(PSY | Pased )

ercentage who passed 70% 60% @% 35%
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Probability and conditional probability

Finite set of states S =1s,,5,,....5,} . Subsets of S are called events.

Probability distribution over S:

P Py - Py
Denote the probability of state s by p(s).

Given an event £ c S, the probability of £ is:

D 1f
P(E) =+
| > p(s) if
-— SEE

Denote b the complement of £ S
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Example

S:{aabacadaeafag} A — {CI’C’d’e} B:{a9e’g}

:{b,ﬁﬁ’} —,B:{IQ,C,JIFB

Given
a b c d e f g
1 2 g 1L 6 1 3
4 14 4 14 14 14
= F =2 .1 .3 _ £ —
P(7A\ PU:)-!- p( )+p(3) atiats © - = 1— F[ﬂc} ) , r
[ (J —_ G ~ L — —_— :.—-o
P(A) = F(I>+[’(°)ff: )+P(2)9 P(B)= r! )+/)(€)+/)(53~ e T2 T e T e

' la % (4 £ >
J = = < = — & - =
MTE'Z?.%MB o e P(ANB)= pla) < ple) |4— N T
[
Union AUB= Z‘C\C d e/%} P(AUB)__+0+L+£Z} % = E

Note: for every two events E and F:

pEuF)= FP(E)+ P(FY = P(EnF)

(£ € ouwd F are cL(ng\'ul' Jerlil e g Maew FP(EVFR) = P(e)+Flr)



We denote by pz|F) the probability of £ conditional on F and define it as:

ASSUMING THAT
PF)+0

P(E|F)=P(§(2)F)

\(_o\,.&‘(:iou “ Ov,F ov ?-iueu F
b d
abede I8 tede  B={aeg)

Continuing the example above where | 0 L 5 1 3
14 14 14 14 14 14
P(A) :ﬁ+0+ﬁ+ﬁ P(B) :ﬁ+ﬁ+%@P(AmB) :ﬁ+ﬁ
?
P(AnB) 7
P(4]B)= = _4 N
P(B) o T o
4
P(B| A)= P[A/]B\ >
P(ry T4 _ 7
The conditional probability formula can also be applied to individual states: g g
ol <
D if Se¢t

5s) p(s| E)=1
P if ceE

S
k\ - Pre) P(é) ) .._Z _ 5 P

P(§53] CB - M}ge3of11 e < P/C) P(C) §4C4
P(e) PO P sec

oLSSU wiive Plo) £0 PO



We can think of p(j £) as a probability distribution on the entire set S. Continuing the example above

a b c
where S={a,b,c.d,e,f,g}, |[A={a,c,d,e}|and 1 2
14 14
a b c d
1
p(| A): 4 X 0] 2.:0 L
g & 3 g
14 4

Shortcut to obtain the revised or updated probabilities:

d e [ g
L s 1 3 (sothat(P(4)= o)
4 14 14 14

fog
Fov’ every eveulr
O 0O c

(4
3 PlEIA) =

Initial or prior probabilities. Note that here they all have the same denominator. a b c d F( S ’ A 3
6oi@ | 2
100 100 3100 100 ¢

Information or conditioning event] F' = {a,b,d}

STEP 1. Set the probability of every state which is not in F' to zero:

STEP 2. For the other states write new fractions with the same numerators as before: a

|
b d
s (@0 0®] 16 + 20+ (0=

STEP 3. In every denominator put the sum of the numerators: 15+70+10=95. Thus the

updated probabilities are: ﬁ
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a b ¢ d e
In the above example, where L { g and |4 ={a,c,d,e} Jto compute p(s A)
Lz o@eL 2

Step 1: assign zero probability to states in —4 :

a®ede(DE)

Step 2: keep the same numerators for the states in 4:

Step 3: since the sum of the numerators is 8, put 8 as the denominator:

b /
0 0

OOIQQ
o 0

a c d
F(SlAB Qg) %8@ l—{-l-{-é’-lg
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EXAMPLE 2. Sample space or set of states: {a,b,c,d,e, f}.

Initial or prior probabilities: a b ¢ d e f
331 4,21
20 10 20 5 10
Information: TF ={a,b,d, e} '
STEP 0. Rewrite all the probabilities with the same denominator: b, c e f G l’ C d c F
2 0 5 € 1 9 § 2
20 20 \j—o 20 20 2v ';0
STEP 1. Change the probability of every state which is not in F to zero: a b ¢ d e f
3 6,0 8 3te+€ = D
STEP 2. Write new fractions which have the same numerators as before: a b ¢ d e f
0
/\__\
STEP 3. In every denominator put the sum of the numerators: ‘/a b ¢ d e f\
3+6+8=17. 3 6 8
(s] F‘> 2 200 — 0
P 17 17 17
P(ANF)
oy \ o )
evet A > P (sIF)
vau
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