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A Charactenzation of Sequential Equilibrium
Gre,covo BoNRNNo*

Given an extensive game, we associate with every node t and every
player i a subset K,(t) of the set of terminal nodes, interpreted as
player i's information when the play of the game reaches node t. A
belief of player i is defined as a map from the set of all nodes into
the set of terminaL nodes satisfying two properties: what a player
believes must be consistent with what she knows, and a player's
beliefs must be the same at any two nodes that belong to one of her
information sets (since her information is the same at those two
nodes). We define four properties of beliefs (Contraction Con-
sistency, Tree Consistency, Individual Rationality and Choice Con-
sistency) and show that these properties are implied by the notion of
sequentiaL equilibrium and are sufficient to yield subgame perfection
and sequential rationality. In order to obtain consistency as defined
by Kreps and Wilson one more property is needed: Minimal
Revision. The five properties together provide a characterization of
s eque nt ial equi l i  brium.

Introduction

One of the most widely used solution concepts in the literature is

sequential equilibrium (Kreps and Wilson, 1982). The formal definition of
sequential equilibrium is in terms of an assessment (o, p), where 6 is a

strategy profile and p is a list of probability distributions, one for each
information set. An assessment is a sequential equilibrium if it is

sequentially rational and consistent. The substance of sequential rationality is

that "the strategy of each player starting from each information set must be

optimal starting from there according to some assessment over the nodes in

the information set and the strategies of everyone else" (Kreps and Wilson,
1982, p.871). The notion of consistency places restrictions on out-of-

equilibrium beliefs, by requiring p to be the limit of a sequence of "Bayesian

beliefs" obtained from a sequence of completely mixed strategies that
converges to the strategy profile under consideration.
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Recently, a number of authors have tried to shed light on the concept of
consistency by relating it to more intuitive notions. such as "structural

consistency" (Kreps and Ramey, 1987), "generally reasonable extended
assessment" (Fudenberg and Tirole, 1991), "stochastic (quasi) inde-
pendence" (Kohlberg and Reny, 1991; Battigall i , 1991). In this paper we
offer a new perspective on the notion of sequential equilibrium. Intuitively,
the notion of sequential equilibrium seems to incorporate a number of quite
different concepts. The notion of sequential rationality captures the idea of
backward induction but it also embodies the requirement that player's beliefs
be conservative (future play is assumed to conform to the originally
postulated strategies). The notion of consistency, on the other hand,
combines a number of distinct requirements: (i) players'beliefs must reflect
the structure of the game-tree, (ii) players must not change their beliefs
unless they have to and - when they do - they must switch to "nearby"

beliefs, (iii) the beliefs of different players must agree with each other. In
this paper we shall try to give an explicit formulation to these concepts and
provide a charccterization of sequential equilibrium in terms of them.

We base our analysis on the concepts of information and beliefs
introduced in Bonanno (1992a, b). Fix an extensive game and letZbe the set
of terminal nodes. With every pair (i, t), where i is a player and t is a
(decision or terminal) node, we associate a subset of Z, denoted by K,(t),
with the following interpretation. Suppose that K,(t) = {2,23, zr}. Then,
when the play of the game reaches node t, player i learns that the play of the
game so far has been such that only terminal nodes 2,, z3 or z7 can be
reached. A belief of player i is defined as a function that associates with
every node t an element of the set K,(t), denoted by B,(t). The interpretation
is  that  i f ,  say,  K,( t )= {zpzt ,zr }  and 0,( t )=2,  then p layer  i  knows ( is
informed) that the outcome of the game can only be either z I or 23 or z, and
believes that it will be zr. From a profile of beliefs one can extract a strategy
profile in a natural way. In Section I we define four properties of beliefs and
show that, together, they are sufficient for subgame perfection and sequential
rationality. These four properties, however, do not imply consistency of
beliefs as defined by Kreps and Wilson. In Section 2 we define one more
property of beliefs and show that, together with the previous four, it provides
a characterization of sequential equilibrium.

As in Bonanno (1992b), the analysis is carried out entirely in terms of
pure strategies and point beliefs. Furthermore, attention is restricted to
extensive games without chance moves. The reason for doing so is that one
can obtain a very simple and transparent formulation of the concepts
involvgd. Since the purpose of this paper is not to provide a charac-
terization of sequential equilibrium that is operationally or computationally
preferable to the original formulation, but rather to highlight the conceptual
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strLrcture of the notion of sequential equilibrium, we feel that a simple
formulation is preferable to a fully general but considerably more complex
one.

l. Sttbgame PerJbction and Seqttential Rationality

We bcing by recall ing the norions of information and belief used in
Bonanno (1992b). Fix a finite extensive gamer. Let X be the set of decision
nodes.  Z the set  of  terminal  nodes.  and T=XuZ.For every te T,  le t
e (t) Z be the set of tenninal nodes that can be reached from (are the
successors of) node t. For every z e Z, we set 0 (z) = { z }.

We denote by xo the root of the tree and for every nodc t + xn we shall
denote the immediate predecessor of t by p,. Finally, for every node t and for
every player i, WiG) is deflned as follows: h e 7f ,(t) if and only if h is an
information set of player i and there is a node y e h that is a successor of t.

The information received by player i when the play of the game reaches
node t is denoted by K,(t). The function K: I x T -+ {c (Z) (where I is the
finite set of players and gt (Z) denotes the set of subsets of Z) is defined as
fbllows 2:

( l )  For  every i  e  I .  K, (xn)  = Z.
(2) For every z e Z and for every i e I, K,(z) = {z}.
(3) If x is a decision node rhar belongs to information set h of player i, then

K,(x) =,!rtft l  [that is, K,(x) is the set of terminal nodes that can

be reached from nodes in hl.
(4) If x is a decision node of a player dffirent from player i and either

7( . , {x)=A or , for  cvery h e 7C,(x) .  and fbrevery y e h,0(y)  c  0(x)  ( rhar
is. every node in h is a successor of x), then K,(x) = 0(x).

I We adopt the definition ofextensive game given by Selten (197-5), (see also Bonanno,
1992b. appendix A).

2 For a more extensive discussion see Bonanno (1992a). One way of thinking about the
proposed definition is as follows. At the root of the tree all players have the same information,
narnely z. As the play of the game unfolds and new nodes are reached, an umpire grves
(separately) to each player new information according to the following rules. If z is a terminal
node, then every player is inforrned that the game ended at z. Ifnode x belongs to information set
h of player, i. then player i is told that her information set h has been reached. but is not told
which node in h was reached. If node x does not belong to player i and all the information sets of
player i (if any) that arc crossed by paths starting at x consist entirely of nodes that are successors
of x, then player i is infonned that node x has been reached (thejustification for this rule is that,
Iater on, at any of her inforrnation sets, player i will be able to deduce that the play of thc garne
must have gone through node x; hence player i might as well be told at the time when x is
reached). When the above condition is not satisfied, player i's information at x either does not
change (that is, player i is not told anything new) or ar most reflects the choice madc by player i ar
the imrnediatc predecessor of x, if that node belonged to player i.
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(5) Suppose that x is a decision node of a player different from player
i and the condition given under (4) is not satisfied (that is, there
exists a g e 7f,(x) and a node y e g such that y is not a successor of x)
and px (the immediate predecessor of x) belongs to information set
6 -  { r '  12,  . . . ,  r . }  o f  p layer  i  (m > 1) .  Ler  c  = { ( t , ,  v , ) ,  ( tz ,yz) , . . . ,  ( t . ,  v . ) }
be the choice of player i to which arc (p*, x) belongs (that is, for some

j =  1 , . . . , - , t j = p *  a n d  y j = x ) .  T h e n  K , ( x ) = , U , O ( y u )  [ t h a t  i s ,  K , ( x )  i s

the set of terminal nodes than can be reached from h by following the
arcs that constitute choice cl.

(6) Finally, if x is a decision node of a player dffirent from player i and it
satisfies neither condition (4) nor condition (5), then K, (x) = K, (p.) 3.

From now on we shall restrict attention to extensive games with perfect
recall that have no chance moves.

Definition. A (pure) belief of player i as a function

F ' : T  - + Z

satisfying the following properties:
( i )  B i ( r )  €  Ki ( r )  vr  € T,
(ii) if x and y belong to the same information set of player i, then

9,(x)  = 9,(v) .
Condition (i) says that what a player believes must be consistent with

what he knows, and condition (ii) says that a player cannot have different
beliefs at two nodes that belong to one of his information sets (since his
information is the same at both nodes). Thus it makes sense to write I i(h) for
player i's belief at his information set h.

The interpretation is as follows. Consider again the game of Figure 1. At
node x,  we have K,(x, )  ={2,2,2. , } .  This  means that  p layer  I  knows ( is

informed), that only terminal nodes z p z2 or z3 can be reached. If

0,(x,) = z, then player I believes that the play of the game will actually end
at node z I (this obviously implies that he believes that player 2 will take
actions d and f).

3 Forexample, in the game of Figure I below, we have:

B y  ( l ) :  K , ( x , , )  - Z = l z r z 2 , z T z l , z , z o , z r l  f o r i =  1 , 2

B y  ( 2 ) :  K , ( 2 , ) =  { z  } f o r i =  l , 2 a n d f o r a l l  j =  1 , . . . , 7

B y  ( 3 ) :  K r ( x , ) =  K r ( x r ) = 0 ( x r ) v O ( x J  =  l z , , z z , z . , z o , z , z o l
K r ( x . )  =  K r ( xn )  =  0 ( x , )  u  O (xo )  =  l z ,  z ,  zo ,  z  r l

B y  ( 4 ) :  K , ( x , ) = 0 ( x r )  =  l z ,  z , z . l , K , ( x r )  =  O ( x r )  =  l z o ,  z ,  z o l
K , ( x , )  =  0 ( x , )  =  { z , z 2 l ,  K , ( x o )  =  0 ( x o )  =  { z o ,  z . }

Rules (5) and (6), on the other hand, are suDerfluous in this case.
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Figure I

Definition. A profile of beliefs is an n-tuple F = (0 r, ..., B"), where, for every
i  = l ,  . . . ,  n ,  p,  is  a bel ie f  of  p layer  i .

We shall make use of the following notation: given a decision node x,
S(x) denotes the set of immediate successors of x.

Definition. We say that a profile of beliefs p is well-behaved if it satisfies the
following properties (which will be discussed below) a:
(i) [Contraction Consistency] For every player i, if y is a successor of x5

and  B , ( x )  e  K , (V ) ,  t hen  p , ( y )  =  0 i ( x ) .
(ii) [Tree Consistency] Fix an arbitrary informarion set h and let i be the

corresponding player. Let x e h be the predecessor of p,(h). Then
0 i ( y ) e 0 ( y ) , v y e S ( x ) .

(iii) [Individual Rationality] Fix an arbitrary informarion ser h and let i be the
corresponding player. Let x e h be the predecessor of p,(h). Then
Ui(Bi (h))  > U,(0, (v)) ,  V y e S(x) ,  where U,  :  Z -+ ! / . is  p layer  i 's  payof f
function (!1 denotes the set of real numbers).

(iv) [Choice Consistency] Let node x belong to information set h of player i,
and let c be the choice at h that precedes 0;(h). Then, for every playerj,
if B,(x) comes after choice d at h, it must be d = c.

a In Bonanno (1992b) the word 'rational' is used instead of,well-behaved'.
5 It is shown in Bonanno ( I 992a) that - in an extensive game with perfect recall - if node y

is a successor of node x, then, for every player i, K,(y) c K,(x).

t )

z t 0
0

Z r  Z z  2 1  z s

l 0 z 0
r 0 2 0
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Contraction Consistency says that a player wil l not change his beliefs
unless he has to, that is, unless his previous belief is inconsistent with the
new infonnation.

PropcrLy (i i) (Tree Consistency) requires that a player's beliefs about
his opponents' previous Inoves be independent of his own choices. To
see this, consider the game of Figure l. There we have that
K r (h )  =  {2 ,22 ,21 ,24 ,25 ,  zu }  whe re  h  =  { x '  x r }  i s  t he  f i r s t  i n fo rma t i on  se t
o f  p faye r  2 ,  and  K2 (g )  =  { zpzz , z .o , z5 }  whe re  g  =  { x , . ,  xo }  i s  t he  second
informat ion sct  of  p layer  2.  Suppose that  pr(h)=Zu and 0r(g)=2, .  For
player 2 to believe in zu at h means that she believes that nodc x2 was

reached and, thcrcfore, that player I chose b. Furthermore, it implies that she
herself plans to take action e at h. Given this belief, if player 2 takes action d
instcad, so that the play of the game procceds to information set g, then node

x4 must be reached, and from x4 terminal node zl cannot be reached. Player
2 can belicvc in z, at g only if she modifies her previous belief concerning
player I 's choicc at thc root. But thc only basis for changing her belief

concerning player 1 would be that she changed her ovvn choice at h from

the planned e to d. Formally, Trec Consistency is violated since the prede-

cessor  of  Br(h)  in  h is  X2.X+ is  an immediate successor  of  x ,  and

D r ( x o )  =  z ,  e  0  ( x  )  =  { z  o ,  z  r \ .
To understand Property (i i i) (Individual Rationality), let z* = B (h) and

lct x* be the unique node in h which is on the path from the root to z*' Then

since player i believes in z* at his information set h, it means that he believes

that node x* was rcached. Property (iii) requires that for every immediate

successor  y  of  x* ,  U,(F ' (V))  <U,(z*) .  Suppose instead that  there were an

Figure 2
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i rnmediate successor  y  of  x*  such that  U,(0, (V))  > U,(z*) .  Then bel iev ing rn
z* (at h) is irrational for player i because, instead of making the choice
required by t*, he can - according to his treliefs and by making another
choice - rnove the play to node y from where, again according to his beliefs,
the game will evolve to outcome F,(V) tnat he prefers to z*.

Finally, Property (iv) (Choice Consistency) introduces some degree
of agreement across the beliefs of different players. It is a rather weak
property, since it is only "forward-looking": it imposes agreement on future
choices but not necessarily on past choices. To see this, consider the game of
Figure 2.

The fcrl lowing beliefs do not violate Choice Consisrency: 03(xo)=
8. . (x , )=2 '  [note that ,  by property  6 of  the def in i t ion of  K,  K.(x , )=
K . , ( xo ) j ,  [ 3 - . ( x r )  =  0 . , ( x , )  =  0 . , ( xo )  =  zo ,F r ( xo )  =  z r , 9 r ( x , )  =  9 r ( x  , \  =  t o .
Note that, at node x.., there is disagreement between players 2 and 3
concerning 2's choice iplayer 3 believes that 2 chose E, while 2 knows that
she herself chose D), and at node x, Choice Consistency is vacuously
sat is f ied,  s ince B, . (x , )  is  not  a successor  of  x , .

We now show that the four properties listed above are sufflcient for
subgarne perfection and sequential rationality. In order to do this we first
need to show how to extract an assessment from a profile of beliefs. Recall
that an as.tessment is a pair (o, p), where o is a strategy profile and pr is a
function (called a "system of beliefs" by Kreps and Wilson) p : T -+ [0, I ]
satisfying the property that, fbr every information ser h, I ptxl= l. We

shall restrict attention to simple assessments. An assessment (o, p) is simple
if o is a pure strategy profile and pr satisfies the property that, for every node
x,  e i ther  F(x)  = 0 or  p(x)  -  1 .

Given a proli lc of beliefs B wc can associate with it a simple assessmenr
(o, p) = (€(F), t(F)) where [(p) and t(B) are defined as follows. Definit ion
o/o = 6(F): if h is an information set of player i and c is the choice at h that
precedes [j '(h), set o,(h) = c. that is, c is the choice selected (with
probatrility l) by player i's strategy at information set h. Definition of
|t = t([ j): i l  h is an information set of player i and x e h is the predecessor of
9, (h) ,  thcn 1 ' r (x)= I  (and p(y)=0 fbr  a l l  y  e h/ {x}) .  (For  an example see
Remark 1.1 below).

Propositiort 1./. Fix an extensive game G (with perfect recall and no
chance moves)6. Let p be a well-behaved profi le of beliefs and let
(o, p) = (€(F), r(0)) be the corresponding simple assessment. Then:

6 Frotu now on we will omit the reminder that the extensive garnes we consider have perfect
rccall and no chance rnoves.

15
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(i) o is a subgame-perfect equilibrium of G, and
(ii) (o, p) is sequentially rational.
Proof. See Appendix A7

Remark I .I . It may seem that sequential rationality is an "obvious

consequence" of the properties of Individual Rationality and Choice

Consistency. This is not so. We now give two examples of profiles of beliefs
that satisfy Individual Rationality and Choice Consistency (one of the two

satisfies also Tree Consistency but not Contraction Consistency, while the

other satisfies also Contraction Consistency but not Tree Consistency), whose

corresponding simple assessments are not sequentially rational (in fact, they

are not even Nash equilibrial). Consider again the game of Figure 1.

Consider first the following profile of beliefs: 0 ,(xu) = F ,(x r) = F r(x) =

0 r ( x , )  =  F r ( x r )  =  z  a ,  9 , ( x , )  =  2 . , ,  F , ( x r )  =  0 r ( x r )  =  0 r ( xo )  =  z  p  B , ( xo )  =  zo .

Then p satisfies Contraction Consistency, Individual Rationality (note that
pr(xo)=2,) and Choice Consistency but not Tree Consistency, because

9r$)  e 0(xo) .  I f  o=€(0) ,  then o=(b,  (e, f1) ,  which is  not  a Nash Equi-

librium.

Figure 3

Now consider the game of Figure 3 and the following profile of beliefs:

0, (xo)  = 0r(xo)  = 22 and F,(x , )  = 02(x, )  = zr .  Then p sat is f ies Choice

? Part (i) ofthis proposition was proved in Bonanno (1992b). Thus in Appendix A we only
give a proof of part (ii).
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Consistcncy. Individual Rationality and Tree Consistency 8, but not
contraction consistency (it is violated for both players). And if o = E(p) rhen
o - (b, d). which is not a Nash Equil ibrium.

Remark 1.2. In Bonanno (1992b) an example is given of a well-
behaved profile of beliefs p whose corresponding simple assessment
(o, tr) '- (€(9), r(0)) is not a sequenrial equil ibrium. Thus the properties thar
define the notion of well-behaved profile of beliefs are sufficient for
sequential rationality but not for consistency (as defined by Kreps and
Wilson). In the next section we show that, by adding one more property of
beliefs, u'e obtain a necessary and sufficient set of conditions for sequential
equil ibriurn.

t1

Remark /.3. T'he properties that define
beliefs are sufficient but not necessary
prove this, we first need to show how
simple assessment (o, p).

the notion of well-behaved profile of
for sequential rationality. In order to
to extract a profile of beliefs from a

DeJiniti.on of 9= X(o, p). Given a simple assessment (o, p) we can extract
from it a profile of beliefs 0 = t(o, p) as follows (we shall use the following
notation; if o is a pure-strategy profi le and t is a node, ((t lo) e Z is the
terminal node reached from t by following o):
(i) For every player i and every node x, if K,(x)=0(x) [recall that, in

particular, this is true if x is the root or x is a terminal nodel, set
0,(^)  = ( (x  lo) ;

(i i) If x is a decision node that belongs to information^set h of player i, let
x  e h be the node such that  p( i )  = l .  Set  B,(x)  = ( ( i  I  o t .

{i i i)If x*xn is a decision node that does nor belong to player i and
0i(R-) e K,(x) [recall that p* denotes the immediate predecessor of x]
sc t  B , ( x )  =  0 , (p * ) .

(iv) If x;r xo is a decision node that does nor belong to player i and
K , ( x ) *0 (x )  and  0 i (p - )  e  K , ( x ) ,  t hen  i t  mus t  be  K , ( x )+K , (p * ) .  I t
lbllows from the definition of the function^K,(.) that p* belongs to an
inl'orrnation set of player i, call it h. Let 

'ie 
h be the node such that

p(t) '" I and $ be the immediate successor of t following the choice ro
which arc (p* ,  x l  belongs.  Set  B,(x)  = ( ( i  lo l .

Rennrk /.-i continued. Consider now the game of Figure I modified as
follr;ws: thc payoff vectors assigned to nodes z, and z4are interchanged.

3 In I gatne with perfect information Tree Consistency is satisfied trivially, since (cf.
llorrrrrno, I a)92r) for every player i and every node x, K (x) = e (x).
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Consider the following sequentially rational simple assessment: o = (b, e, 0
and p(xr)  = Lr(x3)  = L I f  I  =  X(o,  p) ,  then B is  as fo l lows:  0, (xo)  = 0, (xr)  =

0 r ( x o )  =  0 r ( x  1 )  =  F r ( x  r )  =  z  o ,  0 , ( x , )  =  z t ,  0 , ( x . , )  =  0 r ( x r )  =  P 2 ( x 4 )  =
2,, F,(xo) = z+. Then 0, fails to satisfy the property of Tree Consistency,
since Br(xo) = z t 4 0 (xo). Thus the properties that define the notion of well-
behavcd profile of beliefs are not necessary for sequential rationality.

Remark 1.4. lt is easy to verify that (€, t) = 1 
I. that is, for every simple

assessment (o, p), (€(X(o, p)), t(X(o', p))) = (o, p).

2. Sequential Equil ibrium

Fix an extensive game. We shall denote by sC the set of arcs of the game
trec [if x and y are nodes and y is an immediate successor of x. then the
ordered pair (x, y) is an arcl and by C the set of choices (C is a partit ion
of .d).

DeJinition. A networke assignment is a function

v : s ( - + N

(where N denotes the set of non-negative integers) such that:
(i) at every decision node x exactly one arc incident from x is assigned

value 0, and
(ii) if arcs a, and a, belong to the same choice, then v(a,) = v(az).

Because of property (ii), if c is a choice, every arc in c has the same
value and therefore we can write v(c) for this common value.

Given a network assignment v, we define 1", : T -> N as follows.
F i r s t  o f  a l l ,  we  se t  t r , ( x , , )=0 .  I f  t  e  T / { xn }  and  ( x '  X rXu ,x2 ,  x2x l ,  x r , . . . ,
X,,_l X,,,, x.) is the path from the root to t (thus xt = x0, and xn, = t), then

n-_- l

l , 1 t y  = - :  v ( ( x * ,  x * * , ) ) .

Thus thc function 1,, assigns to every node t the sum of the numbers
associated with the arcs that form the path from the root of the tree to t.

Deftnition. Wc say that a profile of beliefs B satisfies the property of Minimal
Revision if thcre exists a network assignment v such that, for every player i
and for every node t: )",(Bi(t)) S )",(z), V z e K,(t), with strict inequality
i f z + 0  ( r ) .

e In graph theory a network is defined as a graph (digraph) in which to every edge (arc) is
associatcd a real number.
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Remark 2.1. According to the above definition, B satisfies the property of
Minimal Revision if for every player i and for every node t, B,(t) is the
unique minimum of the function l,u on K,(t). Intuit ively. for every choice c,
one can think of the number v(c) as the degree of implausibilj4, of choice c.
The most plausible choices are assigned value zero and the less plausible a
choice the higher the number it is assigned. The degree of implausibility of a
node is equal to the sum of the degrees of implausibility of rhe choices that
lead to it (from the root). When choosing her belief, a player is required to
choose the most plausible node, according this common hierachy. In this
sense, belief revision should be minimal 10.

The following lemma shows that Minimal Revision is a strengthening of
the properties of Contraction Consistency, Tree Consistency and Choice
Consistency.

Lemma 2.1. Let B be a profile of beliefs that satisfies the property of
Minimal Revision. Then B satisfies the properties of Contraction Con-
sistency, Tree Consistency and Choice Consistency.
Proof. See Appendix B.

Thus if a profile of beliefs satisfies the properties of Minimal Revision
and Individual Rationality then it is a well-behaved profile of beliefs (thar the
converse is not true follows from Proposition 2.1 and Remark 1.2). The fol-
lowing two propositions provide a characterization of sequential equilibrium
in terms of the two properties of Minimal Revision and Individual
Rationality.

r0 The above definition can also be interpreted as follows: for every player i, as the play of
the ga:ne proceeds from a node x to one of its immediate successors y, player i's belief at y is as
close as possible to what it was at x, where "closeness" is given by the metric d., : Z x Z -+ N
dehned as fo l lows:

d,\2. z,)  ={ i , , r1 * i , , , , ,1 i [ : ; : ' ,
It is easy to check that if B satisfies the property of Minimal Revision then the following is true:
for every player i and for every node t * x,,,

d"(Bi( t ) ,  p, (p,) )  < d"(2,  F,(p,) )  V z e K,( t )  wi th str ic t  inequal i ty  i f  z  *  Bi( t ) .
(recall that p, denotes the immediate predecessor of t).
It is easy to check that dv is a metric, rhat is, it satisfres the following properties:

( l )  V z e Z , d . ( z , z ) = 0 ,
( 2 )  Y  z . z ' e  Z , z * z ' +  d u ( z , z ' ) > 0 ,
( 3 )  Y  z , z ' e  Z , d , ( z , z ' ) = d u Q ' , 2 ) .
(4)  Y z,  z ' ,  z"  e Z,  d,(2,  z")  < d,(2,  z ' )  + d,(z ' ,2") .

This is so because, by definition of network assignment, there is a unique z* e Z such that
lu(z*)  = 0,  whi le for  every z e Zlzal , l , " (z)  > 0.

79
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Proposition 2.1. Let p be a profile of beliefs that satisfies the properties of
Minimal Revision and Individual Rationality, and let (o, p) *- (€(0), t(0)) be
the corresponding simple assessment. Then (o, p) is a sequential equi-
l ibrium.
Proof. See Appendix B.
Proposition 2.2. Let (o, p) be a simple assessment and let p - X(o, p). If
(o, p) is a sequential equilibrium then p satisfies the propertics of Minimal

Revision and Individual Rationality.
Proof. See Appendix B.

We conclude with an example that shows that the properties of

Minimal Revision and Individual Rationality are indepcndent. Consider

the game of Figure 3 and the following network assignment:

v(a) = v(c) = 0, v(b) = v(d) = l, so that I,(2,) = 0, ) ',(z r) = I and )' u(2.) = 2.

Then the following profile of beliefs satisfies the property of Minimal

Rev i s i on :  B , ( xu )  =  02 (xo )  =  2 , ,  p , ( x1 )  =  0 r ( x  , )= r ,  On  the  o the r  hand '

Individual Rationality is violated for both players (for player I at xo and for

player 2 atxr).Indeed the corresponding strategy profi le is (a,c) which is

not even a Nash equilibrium.

Concluding Remarks

Given an extensive game, we associated with every node t and every

player i a subset K,(0 of the set of terminal nodes, interpreted as player i's

information when the play of the game reaches node t. A belief of piayer i

was then defined as a map from the set of all nodes into the set of tcrminal

nodes satisfying two main properties: what a player believes must be

consistent with what she knows, and a player's beliefs must be the same at

any two nodes that belong to one of her information sets (since her

information is the same at those two nodes). We then defined four propcrtics

of beliefs (Contraction Consistency, Tree Consistency, Individual Rationality

and Choice Consistency) and showed that these properties are sufficient lo

yield subgame perfection and sequential rationality. In order to obtain

consistency as defined by Kreps and Wilson one needs a further property,

Minimal Revision, which is a strengthening of Contraction Consistcncy, Trce

Consistency and Choice Consistency. The two properties of Minirnal

Revision and Individual Rationality provide a charucterization of sequential

equil ibrium.
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APPENDIXA

In this appendix we prove proposition 1.1. We shall need the following
lemma, which is proved in Bonanno (1992b, appendix B). Recall that, if o is
a pure-strategy profile and t a node, then ((t I o) e Z denotes the terminal
node reached from t by following o.

Lemma A. Fix an extensive game (with perfect recall and no chance moves).
Let B be a profile of beliefs that satisfies Contraction Consistency and
Choice Consistency. Then, for every player i, the following is true: for every
node x,  i f  p , (x)  e 0(x)  then B,(x)  = ( (x  lo)  where o = 6(0) .

Proof of proposition /.1. Fix an extensive game. Let p be a well-behaved
profile of beliefs and (o, p) = (€(9), t(0)) the corresponding simple
assessment. That o is a subgame-perfect equilibrium is proved in Bonanno
(1992b). Thus we only need to show that (o, p) is sequentially rational.

A simple assessment (o, p) is sequentially rational if it satisfies the
following property. Fix an arbitrary information set h ̂ and let i be the
corresponding player. Let' ie h be the node such that p(' i)= l. Write o as
(o,, o_,). Let o j be an arbitrary strategy of player i, and let 6'= (oi, o_;).
Then

( A l ) ut( (d  lo) )  >  u , ( (6 lo ' ) )

that is, by switching to a different stratcgy from information set h - given the
belief that node 

'i 
was reached with probability I and that future play by the

other players will be according to o_i - player i cannot increase his payoff.
Suppose that (o, p) is not sequentially rational. Then there exist a player

i, an information set h of player i, a strategy o,'of player i, such that

(A2) ur( (d  lo) )  <  u , ( (d  lo ' ) )
, '   

wh,eqe ie h with tr(i) = I and o'= (oi, o ,). Ir tbllows that
(d lol  *  ( t i  lo ' ) .  By def ini t ion of pr = 11py. i ' .  t ,  n lurr  bc thc prcdccessor
o f  B i ( l ) .By  lc rn rna  A,  B i (h )=( ( i  lo ) .  Le t  y  bc  the  node ar  wh ich  the  pa th
fiom i ro (1i I ol ond ihe path from i to ((i I o'; divcrge fthat is. both
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(d I o) and ($ | o') belong to^Q(v) and, for every immediate successor w of
y,  i t  is  not  t rue that  both ( ( i  lo)  and ( ( i  lo ' )  belong to 0(w)1.  The^n y
belongs to an information set of player i, call i t g (g = h. and henc7, = i, i f
and .on l y  i f  o ,  and  o ' ,  se lec t  d i l f e ren t  cho i ces  a t  h )and  ( ( y  l o l=  ( ( i  l o )  and
((y I o' = (( ' i  I o'). Thus, from (A2) it follows that

By Contraction Consistency

(A4) F,(y) = ((y I ol

[since ((y lo) e 0(y) and, by lemma 3 in Bonanno 1992a,0(V) cK,(y)1. Let
y, be the immediate successor of y on the path from y to ((y I o'). Clearly,

( ( v '  l o ' 1=  ( (Y  l o ' )

(A3) ui ( ( (y  lo) )  < u, ( ( (y  lo ' ) )

(A5)

By Tree Consistency, 0 ; (V ,) e 0 (y r ). By lemma A,

( A 6 )  g , { y , )  =  ( t v ,  l o l .

By Individual Ratronality and (A4),

(A7) u i ( ( ( y  l o ) )  >  u , ( ( ( y ,  l o ) )

If ((yr I o) = ((yr I o'), [which wil l be the case if no information sets of
player i are crossed by the path from yr to q1t,lo') or if o, and oi agree
on any such information setsl then (A7) and (A5) contradict (A3). If
((V, I o) r.((y r I o'') then we can repeat the same argument (find the node
of player i at which the path from y, to ((yr lo) and the path from y, to
((V, I o'; diverge, etc.). Eventually, since the number of nodes (and hence the
number of information sets of player i) is finite, we will reach a node w such
that ((w I o) = ((w I o'). Putting together all the inequalities of the form (A7)

and (A5) we wil lthen contradict (A3).
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APPENDIX B

In this appcndix we prove lemma 2.1 and propositions 2.1 and2.2We
start with a few lcmmas.

Lemnta B. Fix an extensive gamc. Let v be a network assignment and 1", the
corresponding function defined on T. Then, for every node t e T,

( B l ) m i n  { } " , t z l } ,  _  0 , , , =  l u ( t )

Proof. Fix an arbitrary node t and an arbitrary z e 0(t). By definition of
)",(.),1""(z) > tr,(t). If t is a terminal node, then e(t) = {t} and there is
nothing to prove. If t is a decision node, by definition of network assignment,
there is an arc incident from t that has value 0. Follow that arc and whenever
a decision node is reached continue along an arc with value zero. Eventually
a terminal node z* wil l be reached. Clearly, z* e 0(t) and l"(z*) = 1."(t).

83

Notation. From now on, given a network assignment v,
node t, we shall denote by z{(t) the unique terminal node
following arcs that have value zero.

for every decision
reached from t by

Lemma C. Let B be a profile of beliefs that satisfies Minimal Revision
(relative to network assignment v and correspondrng function 1""). Then for
every player i and every node t,

(82) i f  B,(r) € e (r), then B,(t) = z T (0.

Furthermore, if o = €(0) is the corresponding strategy profile and c is a
choice to which the relevant component of o assigns probabil ity I, then
v(c)  = 0.
Proof. Fix an arbitrary player i and an arbitrary node t. Suppose that

0, { t ) .0( t ) .  S ince,  by Min imal  Revis ion,  0, ( t )  is  the unique min imum of
l , ( . )  on K,( t )  and,  by lemma 3 in  Bonanno (1992a),0( t )cK,(0,  i t fo l lows
that Bi(t) is the unique minimum of 1,,(.) on 0(t). It follows from lemma B
tha t  B , ( t )  =  z I ( t ) .

Now fix an arbitrary information set. call it h. and let i be the
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corresponding player. Let x e h be the predecessor of 01(h). Tnen

0,(h;  e 0(x)  and,  by (B2),  F ' (h)=zf  (x) .  Let  c  be the choice at  h that
precedes zl(x). BV definit ion of zf (.) it must be v(c)=0. BY definit ion of
o '=€(0)  and the fact  that  0, (h)=zj (x) ,  c  is  the choice selected wi th
probabil ity I by o,.

Lemma D. Let B be a profile of beliefs that satisfies the property of Minimal
Revision. Let h be an arbitrary information set and i be the corresponding
player. Let x e h be the predecessor of B,(h). Then,

(83)  1, , (x)  < l " (x ' ) ,  V x '  e  h/ {x}

Proof. By lemma C,

(B4) 0,{it; = zf (x) and therefore I,(P'(h)) = 1.,(x)

By Minimal Revision

(B5) I , (Pi (h))  <)" , (z)  for  every z e K,(h) / {0, (h)}

I f  x '  e  h/ {x} ,  then.  z f (x ' )  + p, (h)  and therefore,  by (85) ,

(86)  l . , (p i (h))  < } " " (z l (x ' ) ) .

Since tr"(x') = 1."(z x"(x')), (B3) follows from (B4) and (86).

Proof of Lemma 2.1. Let B be a profile of beliefs that satisfies Minimal
Revision with respect to the network assignment v (and corresponding
function l-,). We want so show that B satisfies the properties of Contraction
Consistency, Tree Consistency and Choice Consistency.

Contraction Consistency. We need to show that if node y is a successor of
node x and B,(x) e K1(y) then p,(y)= pr(x). Since the game has perfect

recall, by proposition I ' in Bonanno (1992a), K,(v) e K,(x). Bv Minimal
Revis ion,  0, {* )  is  the unique min imum of  l .u  on K,(x) .  S ince 0, (x)  e K,(V) ,
it follows that B,(x) is the unique minimum of lu on K,(V). BV Minimal
Revis ion,  0, (V)  = 0, (x) .
Tree Consisten.cy. Fix an arbitrary information set h and let i be the
corresponding player. Let x e h be the predecessor of p,(h) and let y be an
immediate successor of x. We want to show that 0 r (y) e 0(y). If K, (y) = 0(V)
there is nothing to prove, since B,(y) e K,(V) by definit ion of belief.
Suppose therefore that K,(V) is a proper superset of 0(y). If B,(x) e 0(y), by
Contraction Consistency Fi(y)= 01(x) [since, by lemma 3 in Bonanno
(1992a),0(y) e K,(V)l and there is nothing to prove. Suppose therefore that

0 i ( y )  e  0 (y ) .  Le t  c=  { ( t , ,w r ) , . . . , ( t , ,  w , ) }  be  t he  cho i ce  a t  h  t ha t  l eads
f rom x  t o  y .  Then  m>2  and  fo r  some  j=  1 , . . . , r r 1 , t . =x  and  w , - y .  Two
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cases are possible: (i) y is not a decision node of player i, and (i i) y rs a
decision node of player i. In case (i), by (5) of the deflnit ion of K,(.) - since
K,(l) + 0(y) - i t  musr be Ki(y) = 0(w,) u...  v 0(w.). Thus if  0, iv) e e1y;,
then there exists a node x' e h with x'+ x such that p,(y) e 0 (y;), where y,
is the immediate successor of x' following choice c. By lemma C,

(B7) 0,(y) = z*u(y')

By minimal revision, since both zl(v') and zj(y) belong ro Kr(y) and
zf;(V') + z!(V), using (B7) we obtain

(B8) ) . , (z l (v ' ) )  < l " (z t (y) )

But, by definit ion of z l(.),
(B9) 1,,(z j(V')) = I,(y') and )""(zl(V)) = 1."(y).

Furthermore,

(B10) 1.,{y') = l,(x') + v(c) and l"(y) = }",(x) + v(c).

Thus, using (B8)-(Bl0) we obtain

(B I  1)  I , (x ' )  < l - , (x)

which contradicts lemma D.
Consider now case (2) where y is a decision node of player i. Let g be

the information set of player i to which node y belongs. Then, since
gi(y)  e 0(y) ,  there must  ex is t  a node s e g such that  sry and p,(y)  e 0(s) .
By perfect recall s comes after choice c at h. Let x' e h be the predecessor of
s (hence x' * x) and let y' be the immediate successor of x' following choice
c. Then either y'- s or y' is a predecessor of s, so that 0(s) c 0 (y'). If y' = 5
the argument of (B7)-(Bl l) applies directly. If y' is a predecessor of s then
F, (y) e 0 (y'). Then we can apply the argument of (B7)-(B 1 I ) to y' and reach
a contradiction with lemma D, as before.
Choice Consistency. Let h be an arbitrary information set and let i be the
corresponding player. Let c be the choice at h that precedes F;(h). Fix an
arbitrary y e h and an arbitrary player j. Suppose that p,(y) comes after
choice d at h. We want to show that d = c. By lemma C, v(i) = 0. f-et y' e h
be predecessor of p,(y) Then p,(y) e 0(y') and, by lemma C, Ft(y) = z\(y').
Hence v(d) = 0. By definit ion 6f network assignment. exactly one choice at
every information set is assigned value 0. Hence c = d.

Proof of Proposition 2.1. Let p be a prohle of beliefs that satisfies Minimal
Revision (with respect to network assignment v) and Individual Rationality and
let (o, p) = (E(P), r(0)) be the conesponding simple assessmenr. By lemma 2.1
and proposition l.l, (o,p) is sequentially rational. Thus is only remains to
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provc that (o, p) is consistent in the sense of Kreps and Wilson. By definitron of
t(.) and by lemma D, for every information set h and for every node x e h,

F(x) = I if and only if x is the unique minimum of tr" on h. By definit ion of (( ')
and by lemma C, v(c) = 0 if and only if c is a choice to which the relevant
component of o assigns positive probability (in our case, probability l). trt
B=Nv Co, where N is the set of nodes x such that F(x)= I and Co is the set
of choices to which o assigns probability l. Then, using the terminology of
Kreps and Wilson (1982, p. 887), B is a basis and v is a B labeling. By lemma
Al in Kreps and Wilson ( 1982, p. 887), (o, pr) is consistent.

ProoJ' of Proposition 2.2. Let the simple assessment (o, p) be a sequential
equilibrium and let F = X(o, p). We first show that p satisfies the property of

Minimal Revision. By lemma A1 in Kreps and Wilson (1982, p. 887) there is

a function N : C -+ N (where C is the set of choices and N is the set of non-
negativc integers) such that:
(i) if h is an arbitrary information set and i e h is the node such that

u( i )  = 1,  then

(B 12) A * ( i ) < A * ( x )  V x e h / { i }

[where A* : T -+ N is the function that associates with every node t the sum

of the values of the choices that precede tl, and
(ii) N(c) = 0 if and only if c is a choice to which the relevant component of o

assigns probabil ity L
Deflne v : str -_> N as follows: if arc a belongs to choice c, then

v(a)-N(c). Then v is a network assignment. We want to show that, fbr

every playcr i and for evcry node t:

(Bl3)  I , (Pi ( t ) )  < 1""(z)  V z e K,( t ) ,  wi th s t r ic t  inequal i ty  i f  z  + B,(Q.

Fix an arbitrary note t and an arbitrary player i. We shall consider all possible

cases.
Case l. Suppose first that t belongs to information set h of player i. Let

i  e  h be thc node such that  p( i )  = l .  By t i i l  o f  the def in i t ion of

0  =  X (o ,  p ) ,  B , (h )  =  ( ( i  l o )  and  by  ( i i )  above  ( t i  l o t  =  z l ( i ) .  Thus

)"" (Pt(h))  = ) ' , , (z f  ( i ) )  = l , ( i ) .  By ( i i )  above,  i f  z  eK, , (h) l {zX( i ) }  then

1. , (z)  > I " (z f  ( i ) ) .  Thus,  (B13) is  sat is f ied.
Case 2. Supposc that t is nol a decision node of player i and also that

K,( t )  = e( t ) .  By ( i )  o i  the def in i t ion of  B = X(o,  p) ,  0 , ( t )  = ( ( t  I  o) .  By ( i i )

above ,  ( ( t l o )=z l ( t )  and  i f  ze0 ( t ) l { z \ (0 }  t hen  X , ( z )> } . . " ( t ) .  S ince

),,,(z | (t)) = l",(r), (B I 3) is satisfied.
Case 3.Suppose that t + x0 is not a decision node of player i [note that, by

deflnit ion of K,(.), the case t = xn must fall under case 1 or case 2l and K,(t)
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is a proper superset of e(t). Suppose that B,$,) e Ki(t). It follows from the
definit ion of the f unction K,(') that p, belongs to an information sct of player
i, call it h. I-et1 e h be rhc node such that i,dj = I ;;; i O" ,n"'*-"0,""
successor ol ' i '  fbllowing the choice to which arc (pf, t) belongs (call i t

: h " : . :  
c ) .  By^ ( i v ) ^o t ' Lhc  dc f i n i r i on  o f  p  =  X (o .  t . r ) .  0 , r r t  =  ( t i l o r .  f n r s

1 "1 .p ' . ( l ) )=  
A . ( ) )  =  Au ( t  )  +  v1s ; .  F i x  an  a rb i t r a r y  r .  e  K , {g /  { 0 , t r t 1 .  Then .  by

definit ion ol K,('), z comes after choice c at h. Let w'e h bew the
predecessor of z (thus w t*' i ; and w' be the immediate successor of w
following choice c. Then )""(z) > 1",(w,) = l,(w) + v(c). By (tsl}),
)""(w) > ),.,( ' i). Thus (Bl3) is satished.
Case 4. Suppose that t is not a d,ecisjon node of player i, K,(t) is a
proper supcrser  of  e( t )  and 0,(1, )  eK,{ t ) .  Then by def in i t ion of
F = X(o, p), Bt(t) = 0,(p,). If p, fall i  under one of the previous cases, the
proof is complete [recall that by proposition I ' in Bonanno, 1992a,
K,(P,) : Ki(01, otherwise consider the immediate predecessor of p,, and so
on. Eventually we wil l reach a node that falls under one of the previous
cases.

It only remains to show that B satisfies the property of Individual
Rationality. Fix an arbitrary information set, call i t h, and let i be the
corresponding playcr. Lct i e h be the node such that p(i) = l. By
def in i t ion of  F-X(o,  p) ,0, { t . r ;=(( i lo) .  Ler  y  be an arb i r rary i rnmediare
successor of i. Wc want to show that

(B r4)

(B rs )

u i (P i (h ) )  >  u , (0 , ( v ) ) .

By Minimal Rcvision and lemma 2.1, B satisfies contraction consistency.
Thus i f  ( t i  I  o l  e  0 ry t ,  then B,(y)  = ( ( i  I  o)  [s ince by lemma 3 in  Bonanno,
1992a,0(y) c K,(y)J and thercfore (B14) is sarisfied as an equaliry. Suppose
thcrefbre that ((i lo) e 0(y). Then node y comes after a choice at h which is
different frorn the choice selected (with probabil ity l) by o at h. By Minimal
Revision and lcmrna 2.1, B satisfies Tree consistency and choice
Consistency. Thus B (y) e 0(y) and, by Lemma A (cf. Appendix A)
F , { y )= ( ( i l o l .  Lc t  o i  t hc  s r ra tegy  o f  p l aye r  i  ob ta incd  by  mod i f y i ng  o ,
only at information set h and so that the choice selected with probabil ity I by
oi at h is the choice rhat prccedes node y. Lct o = (ol, o_,). Then, by
construction,

( ( i  l o ' )  =  ( ( y  l o ' )  =  ( ( y  i o ) .
By scquential rationality,

( 8 1 6 )  u , ( ( r i  l o D  >  u , r ( r i  l o ' ) ) .
Thus, using (Bt5) and (Bt6) and rhe facrs that B,(y) = ((y I  o) and
0, ( l t )  =  ( ( i  lo ) ,  wc  ob ta in  (B l4 ) .
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