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A Characterization of Sequential Equilibrium

G1ACOMO BONANNO *

Given an extensive game, we associate with every node t and every
player i a subset K (t) of the set of terminal nodes, interpreted as
player i’s information when the play of the game reaches node t. A
belief of player i is defined as a map from the set of all nodes into
the set of terminal nodes satisfying two properties: what a player
believes must be consistent with what she knows, and a player’s
beliefs must be the same at any two nodes that belong to one of her
information sets (since her information is the same at those two
nodes). We define four properties of beliefs (Contraction Con-
sistency, Tree Consistency, Individual Rationality and Choice Con-
sistency) and show that these properties are implied by the notion of
sequential equilibrium and are sufficient to yield subgame perfection
and sequential rationality. In order to obtain consistency as defined
by Kreps and Wilson one more property is needed: Minimal
Revision. The five properties together provide a characterization of
sequential equilibrium.

Introduction

One of the most widely used solution concepts in the literature is
sequential equilibrium (Kreps and Wilson, 1982). The formal definition of
sequential equilibrium is in terms of an assessment (o, u), where o is a
strategy profile and p is a list of probability distributions, one for each
information set. An assessment is a sequential equilibrium if it is
sequentially rational and consistent. The substance of sequential rationality is
that “the strategy of each player starting from each information set must be
optimal starting from there according to some assessment over the nodes in
the information set and the strategies of everyone else” (Kreps and Wilson,
1982, p. 871). The notion of consistency places restrictions on out-of-
equilibrium beliefs, by requiring p to be the limit of a sequence of “Bayesian
beliefs” obtained from a sequence of completely mixed strategies that
converges to the strategy profile under consideration.
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e-mail: gfbonanno@ucdavis.edu. I am grateful to Pierpaolo Battigalli, Larry Samuelson and two
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Recently, a number of authors have tried to shed light on the concept of
consistency by relating it to more intuitive notions, such as ‘“structural
consistency” (Kreps and Ramey, 1987), “generally reasonable extended
assessment” (Fudenberg and Tirole, 1991), “stochastic (quasi) inde-
pendence” (Kohlberg and Reny, 1991; Battigalli, 1991). In this paper we
offer a new perspective on the notion of sequential equilibrium. Intuitively,
the notion of sequential equilibrium seems to incorporate a number of quite
different concepts. The notion of sequential rationality captures the idea of
backward induction but it also embodies the requirement that player’s beliefs
be conservative (future play is assumed to conform to the originally
postulated strategies). The notion of consistency, on the other hand,
combines a number of distinct requirements: (i) players’ beliefs must reflect
the structure of the game-tree, (ii) players must not change their beliefs
unless they have to and — when they do — they must switch to “nearby”
beliefs, (iii) the beliefs of different players must agree with each other. In
this paper we shall try to give an explicit formulation to these concepts and
provide a characterization of sequential equilibrium in terms of them.

We base our analysis on the concepts of information and beliefs
introduced in Bonanno (1992a, b). Fix an extensive game and let Z be the set
of terminal nodes. With every pair (i,t), where i is a player and t is a
(decision or terminal) node, we associate a subset of Z, denoted by K, (1),
with the following interpretation. Suppose that K,(t) = {z,, z,, z,}. Then,
when the play of the game reaches node t, player i learns that the play of the
game so far has been such that only terminal nodes z,, z, or z, can be
reached. A belief of player i is defined as a function that associates with
every node t an element of the set K, (t), denoted by B, (t). The interpretation
is that if, say, K,(t)={z,,2;,2,} and B,(t)=z, then player i knows (is
informed) that the outcome of the game can only be either z, or z, or z,, and
believes that it will be z,. From a profile of beliefs one can extract a strategy
profile in a natural way. In Section 1 we define four properties of beliefs and
show that, together, they are sufficient for subgame perfection and sequential
rationality. These four properties, however, do not imply consistency of
beliefs as defined by Kreps and Wilson. In Section 2 we define one more
property of beliefs and show that, together with the previous four, it provides
a characterization of sequential equilibrium.

As in Bonanno (1992b), the analysis is carried out entirely in terms of
pure strategies and point beliefs. Furthermore, attention is restricted to
extensive games without chance moves. The reason for doing so is that one
can obtain a very simple and transparent formulation of the concepts
involed. Since the purpose of this paper is not to provide a charac-
terization of sequential equilibrium that is operationally or computationally
preferable to the original formulation, but rather to highlight the conceptual
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structure of the notion of sequential equilibrium, we feel that a simple
formulation is preferable to a fully general but considerably more complex
one.

1. Subgame Perfection and Sequential Rationality

We being by recalling the notions of information and belief used in
Bonanno (1992b). Fix a finite extensive game . Let X be the set of decision
nodes, Z the set of terminal nodes. and T=XUZ. For every t e T, let
6 (t) c Z be the set of terminal nodes that can be reached from (are the
successors of) node t. For every z € Z, we set 0 (z) = {z).

We denote by x the root of the tree and for every node t # X, we shall
denote the immediate predecessor of t by p, Finally, for every node t and for
every player i, (1) is defined as follows: h e ¢ (t) if and only if h is an
information set of player i and there is a node y € h that is a successor of t.

The information received by player i when the play of the game reaches
node t is denoted by K,(t). The function K: I x T —> g (Z) (where 1 is the
finite set of players and g (Z) denotes the set of subsets of Z) is defined as
follows 2:

(1) Foreveryie L K.(x))=Z.
(2) Forevery z € Z and forevery i € 1, K.(z)={z}.
(3) If x is a decision node that belongs to information set h of player i, then

K, (x)= U B(y) [that is, K. (x) is the set of terminal nodes that can
yeh

be reached from nodes in h].

(4) If x is a decision node of a player different from player i and either
#.(x)=or, forevery h € #.(x). and for every y € h, 6(y) < 6(x) (that
is, every node in h is a successor of x), then K. (x) = 8(x).

! We adopt the definition of extensive game given by Selten (1975), (see also Bonanno,
1992b. appendix A).

2 For a more extensive discussion see Bonanno (1992a). One way of thinking about the
proposed definition is as follows. At the root of the tree all players have the same information,
namely Z. As the play of the game unfolds and new nodes are reached, an umpire gives
(separately) to each player new information according to the following rules. If z is a terminal
node, then every player is informed that the game ended at z. If node x belongs to information set
h of player, i, then player i is told that her information set h has been reached, but is not told
which node in h was reached. If node x does not belong to player i and all the information sets of
player i (if any) that are crossed by paths starting at x consist entirely of nodes that are successors
of x, then player i is informed that node x has been reached (the justification for this rule is that,
later on, at any of her information sets, player i will be able to deduce that the play of the game
must have gone through node x; hence player i might as well be told at the time when x is
reached). When the above condition is not satisfied, player i’s information at x either does not
change (that is, player i is not told anything new) or at most reflects the choice made by player i at
the immediatc predecessor of x, if that node belonged to player i.
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(5) Suppose that x is a decision node of a player different from player
i and the condition given under (4) is not satisfied (that is, there
exists a g € . (x) and a node y € g such that y is not a successor of x)
and p, (the immediate predecessor of x) belongs to information set
h={t,t, ...t }of playeri (m21). Letc= {(t,, y), (ty ¥, .0 (1, ¥, )}
be the choice of player i to which arc (p,, x) belongs (that is, for some
j=1, .., m, tj =p, and y;= x). Then K, (x) =kLmJl6(yk) [that is, K,(x) is
the set of terminal nodes than can be reached from h by following the
arcs that constitute choice c].

(6) Finally, if x is a decision node of a player different from player i and it
satisfies neither condition (4) nor condition (5), then K, (x) = K, (p,) 3,
From now on we shall restrict attention to extensive games with perfect

recall that have no chance moves.

Definition. A (pure) belief of player i as a function
B:T—>Z

satisfying the following properties:
i B,WeK() VvieT
(i1) if x and y belong to the same information set of player i, then

B,(x)=B;(y).

Condition (i) says that what a player believes must be consistent with
what he knows, and condition (ii} says that a player cannot have different
beliefs at two nodes that belong to one of his information sets (since his
information is the same at both nodes). Thus it makes sense to write .(h) for
player i’s belief at his information set h.

The interpretation is as follows. Consider again the game of Figure 1. At
node x, we have K (x,)={z,,z,,z,}. This means that player 1 knows (is
informed), that only terminal nodes z, z, or z, can be reached. If
B (x,) =z, then player 1 believes that the play of the game will actually end
at node z, (this obviously implies that he believes that player 2 will take
actions d and f).

3 For example, in the game of Figure 1 below, we have:
By (1): K{x))=Z= {zl,zz,zl, 2425 Zg, 27} fori=1,2
By (2): Ki(zi)z {Zi} fori=1,2andforallj=1,..,7
By (3): K,(x,)=K,(x,)=0(x ) Ub(X,) = {2, 2, 24 2, Z5, Z(}
Kz(x3):Kz(x4):9(x])u9(x4)={zl,zz, 24,25}
By (4): K\(x)=0(x))={z. 25, 2,}, K|(x,)) =0(x,) = {2z, z, Z,}
K, (x3)=0(xy) = (z}, z,}, K (x,) =0(x ) = {z,, 25}

Rules (5) and (6), on the other hand, are superfluous in this case.
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Figure |

Definition. A profile of beliefs is an n-tuple B = (B, ... B,), where, for every
i=1,..,n, B, is abelief of player i.

We shall make use of the following notation: given a decision node x,
S(x) denotes the set of immediate successors of x.

Definition. We say that a profile of beliefs B is well-behaved if it satisfies the

following properties (which will be discussed below)4:

(i) [Contraction Consistency] For every player i, if y is a successor of x5
and B;(x) € K,(y), then B,(y) = B,(x).

(ii) [Tree Consistency] Fix an arbitrary information set h and let i be the
corresponding player. Let x € h be the predecessor of B;(h). Then
Bi(y) € 8(y), Vy € S(x).

(iii) [Individual Rationality] Fix an arbitrary information set h and let i be the
corresponding player. Let x € h be the predecessor of B;(h). Then
U,(B;(h)) 2 U,(B(y)), Vy € S(x), where U, : Z — R is player i’s payoff
function (N denotes the set of real numbers).

(iv) [Choice Consistency] Let node x belong to information set h of player i,
and let ¢ be the choice at h that precedes B, (h). Then, for every player j,
if Bj(x) comes after choice d at h, it must be d = c.

4 In Bonanno (1992b) the word ‘rational’ is used instead of ‘well-behaved’.
3 It is shown in Bonanno (1992a) that - in an extensive game with perfect recall — if node y
is a successor of node x, then, for every player i, Ki(y) 2 K (x).
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Contraction Consistency says that a player will not change his beliefs
unless he has to, that is, unless his previous belief is inconsistent with the
new information.

Property (ii) (Tree Consistency) requires that a player’s beliefs about
his opponents’ previous moves be independent of his own choices. To
see this, consider the game of Figure 1. There we have that
K (h)={z,,2,, 2,2, 72 2,} where h={x, x,} is the first information set
of player 2, and K (g)={z,,z,,2,, z;} where g={x,x,} is the second
information set of player 2. Suppose that (h)=z, and B (g) =z, For
player 2 to believe in z, at h means that she believes that node x, was
reached and, therefore, that player 1 chose b. Furthermore, it implies that she
herself plans to take action e at h. Given this belief, if player 2 takes action d
instead, so that the play of the game proceeds to information set g, then node
x , must be reached, and from x, terminal node z, cannot be reached. Player
2 can believe in z, at g only if she modifies her previous belief concerning
player 1’s choice at the root. But the only basis for changing her belief
concerning player 1 would be that she changed her own choice at h from
the planned e to d. Formally, Tree Consistency is violated since the prede-
cessor of B,(h) in h is x,, x, is an immediate successor of x, and
By(x)=1z,¢0(x)={z, 2}

To understand Property (iii} (Individual Rationality), let z* = f,(h) and
let x* be the unique node in h which is on the path from the root to z*. Then
since player i believes in z* at his information set h, it means that he believes
that node x* was rcached. Property (iii) requires that for every immediate
successor y of x*, U.(B,(y)) € U,(z*). Suppose instead that there were an

4

Figure 2
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immediate successor y of x* such that U, (B,(y)) > U,(z*). Then believing in
z* (at h) is irrational for player i because, instead of making the choice
required by z*, he can — according to his beliefs and by making another
choice — move the play to node y from where, again according to his beliefs,
the game will evolve to outcome B (y) that he prefers to z*.

Finally, Property (iv) (Choice Consistency) introduces some degree
of agreement across the beliefs of different players. It is a rather weak
property, since it is only “forward-looking”: it imposes agreement on future
choices but not necessarily on past choices. To see this, consider the game of
Figure 2.

The following beliefs do not violate Choice Consistency: By(xy) =
B,(x,) =2z, [note that, by property 6 of the definition of K, K, (x)) =
K](Xo)Jv ﬁ}(xz) = B3(X3) = B3(X4) = Z6’ B2(X0) = 279 Bz(x ]) = Bz(x3) = Z4'
Note that, at node x,, there is disagreement between players 2 and 3
concerning 2’s choice (player 3 believes that 2 chose E, while 2 knows that
she herself chose D), and at node x, Choice Consistency is vacuously
satisfied, since B,(x,) is not a successor of x,.

We now show that the four properties listed above are sufficient for
subgame perfection and sequential rationality. In order to do this we first
need to show how to extract an assessment from a profile of beliefs. Recall
that an assessment is a pair (o, 1), where o is a strategy profile and  is a
function (called a “system of beliefs” by Kreps and Wilson) u: T — [0, 1]

satisfying the property that, for every information set h, Zh px)=1 We
shall restrict attention to simple assessments. An assessment (G, L) is simple
if ¢ is a pure strategy profile and p satisfies the property that, for every node
X, either p(x) =0 or p(x) = 1.

Given a profile of beliefs B we can associate with it a simple assessment
(o, W) = (E(P), 1(B)) where E(PB) and t(P) are defined as follows. Definition
of o = E(P): if h is an information set of player i and c is the choice at h that
precedes B.(h), set o, (h)y=c, that is, c is the choice selected (with
probability 1) by player i’s strategy at information set h. Definition of
w=1(B): if h is an information set of player i and x € h is the predecessor of
B,(h), then p(x)=1 (and p(y) =0 for all y € h/{x}). (For an example see
Remark 1.1 below).

Proposition 1.1. Fix an extensive game G (with perfect recall and no
chance moves)6. Let  be a well-behaved profile of beliefs and let
{0, 1) = (&(B), ©(B)) be the corresponding simple assessment. Then:

¢ From now on we will omit the reminder that the extensive games we consider have perfect
recall and no chance moves.
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(i) o is a subgame-perfect equilibrium of G, and
(1i) (o, W) is sequentially rational.
Proof. See Appendix A7

Remark 1.1. It may seem that sequential rationality is an “obvious
consequence” of the properties of Individual Rationality and Choice
Consistency. This is not so. We now give two examples of profiles of beliefs
that satisfy Individual Rationality and Choice Consistency (one of the two
satisfies also Tree Consistency but not Contraction Consistency, while the
other satisfies also Contraction Consistency but not Tree Consistency), whose
corresponding simple assessments are not sequentially rational (in fact, they
are not even Nash equilibria!). Consider again the game of Figure 1.

Consider first the following profile of beliefs: B,(x,) = B (x,) = B,(xy) =
Ba(x,) = By(xp) = 26 B (X)) =2, B,(x) = By(x) =By(x) =2, B,(x) =2,
Then B satisfies Contraction Consistency, Individual Rationality (note that
B,(x,)=2z,) and Choice Consistency but not Tree Consistency, because
B,(x,) & 8(x,). If o =¢&(B), then o= (b, (e, f)), which is not a Nash Equi-
librium.

0
b
2
xlx——»h 2
¢ 0
d
Z3
0

Figure 3

Now consider the game of Figure 3 and the following profile of beliefs:
B,(x,)=B,(x)=2z, and B (x)=PB,(x)=2z; Then P satisfies Choice

7 Part (i) of this propostiion was proved in Bonanno (1992b). Thus in Appendix A we only
give a proof of part (ii).
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Consistency, Individual Rationality and Tree Consistency8, but not
Contraction Consistency (it is violated for both players). And if 6 = E(B) then
o = (b, d), which js not a Nash Equilibrium.

Remark 1.2. In Bonanno (1992b) an example is given of a well-
behaved profile of beliefs B whose corresponding simple assessment
(o, 1) = (&(B), ©(B)) is not a sequential equilibrium. Thus the properties that
define the notion of well-behaved profile of beliefs are sufficient for
sequential rationality but not for consistency (as defined by Kreps and
Wilson). In the next section we show that, by adding one more property of
beliefs, we obtain a necessary and sufficient set of conditions for sequential
equilibrium.

Remark 1.3. The properties that define the notion of well-behaved profile of
beliefs are sufficient but not necessary for sequential rationality. In order to
prove this, we first need to show how to extract a profile of beliefs from a
simple assessment (o, [).

Definition of B =y(o, 1). Given a simple assessment (o, |1) we can extract
from it a profile of beliefs B = x(o, p) as follows (we shall use the following
notation: if ¢ is a pure-strategy profile and t is a node, Q(t|0) € Z is the
terminal node reached from t by following o):

(i) For every player i and every node x, if K,(x) =06(x) [recall that, in
particular, this is true if x is the root or x is a terminal node], set
B,(x) = &(x | s);

(11) }\f x is a decision node that belongs to information Set h of player i, let
x & h be the node such that u(x) =1.Set B,(x) =L(X | G).

(i1l x#x, is a decision node that does not belong to player i and
B.(p,) € K (x) [recall that p, denotes the immediate predecessor of x]
st B,(x) = B, (p,).

(iv) If x#x, is a decision node that does not belong to player i and
K, (x)#0(x) and B,(p,) ¢ K,(x), then it must be K.x)#K,(p). It
follows from the definition of the functionAK (-) that p_belongs to an
mformatmn set of player i, call it h. Let te h be the node such that
w( l) =] and /y\ be the immediate successor of § following the choice to
which arc (p,, x) belongs. Set B,(x) = C(y |G)

Remark 1.3 continued. Consider now the game of Figure 1 modified as
follows: the payoff vectors assigned to nodes z, and z, are interchanged.

 In a game with perfect information Tree Consistency is satisfied trivially, since (cf.
Bonanno, 19921) for every player i and every node x, K, (x) = 6(x).
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Consider the following sequentially rational simple assessment: ¢ = (b, e, f)
and p(x,) = p(x,) = 1. If = x(o, p), then B is as follows: B ,(x,) =P (x,) =
Baxg) = By(x ) =By(x ) =20 B,(x ) =7, B (x)=B,(x)=P,(x,) =
z,,B,(x,) =z, Then B, fails to satisfy the property of Tree Consistency,
since B(x,) =z, & 6 (x,). Thus the properties that define the notion of well-
behaved profile of beliefs are not necessary for sequential rationality.

Remark 1.4. 1t is easy to verify that (£, 1) =y}, that is, for every simple
assessment (S, W), (§(x(o. W), wx(o, B)) = (o, W).

2. Sequential Equilibrium

Fix an extensive game. We shall denote by o the set of arcs of the game
tree [if x and y are nodes and y is an immediate successor of x, then the
ordered pair (x, y) is an arc] and by C the set of choices (C is a partition
of A).

Definition. A network? assignment is a function

v:d >N

(where N denotes the set of non-negative integers) such that:

(i) at every decision node x exactly one arc incident from x is assigned
value 0, and

(ii) if arcs a| and a, belong to the same choice, then v(a,) = v(a,).

Because of property (ii), if ¢ is a choice, every arc in ¢ has the same
value and therefore we can write v(c) for this common value.

Given a network assignment v, we define kv :T—>N as follows.
First of all, we set L (x ) =0. If t € T/{x,} and (X, X X, X,, X,X5, X5, ...y
X,._ X, X, is the path from the root to t (thus x, =x,, and x =1), then

m—1

kv(t)=>_;]\’((xk’ Xar):

Thus the function A assigns to every node t the sum of the numbers
associated with the arcs that form the path from the root of the tree to t.

Definition. We say that a profile of beliefs P satisfies the property of Minimal
Revision if there exists a network assignment v such that, for every player i
and for every node t: A (B,(1)) <A (2), V z € K,(t), with strict inequality
if z =B, (1.

¢ In graph theory a network is defined as a graph (digraph) in which to every edge (arc) is
associated a real number.



G. Bonanno: A Characterization of Sequential Equilibrium 79

Remark 2.1. According to the above definition, B satisfies the property of
Minimal Revision if for every player i and for every node t, B.(t) is the
unique minimum of the function A on K. (t). Intuitively, for every choice c,
one can think of the number v(c) as the degree of implausibility of choice c.
The most plausible choices are assigned value zero and the less plausible a
choice the higher the number it is assigned. The degree of implausibility of a
node is equal to the sum of the degrees of implausibility of the choices that
lead to it (from the root). When choosing her belief, a player is required to
choose the most plausible node, according this common hierachy. In this
sense, belief revision should be minimal 10,

The following lemma shows that Minimal Revision is a strengthening of
the properties of Contraction Consistency, Tree Consistency and Choice
Consistency.

Lemma 2.1. Let B be a profile of beliefs that satisfies the property of
Minimal Revision. Then P satisfies the properties of Contraction Con-
sistency, Tree Consistency and Choice Consistency.

Proof. See Appendix B.

Thus if a profile of beliefs satisfies the properties of Minimal Revision
and Individual Rationality then it is a well-behaved profile of beliefs (that the
converse is not true follows from Proposition 2.1 and Remark 1.2). The fol-
lowing two propositions provide a characterization of sequential equilibrium
in terms of the two properties of Minimal Revision and Individual
Rationality.

10 The above definition can also be interpreted as follows: for every player i, as the play of
the game proceeds from a node x to one of its immediate successors y, player i’s belief at y is as
close as possible to what it was at x, where “closeness” is given by the metric d,:ZxZ-> N
defined as follows:

, 0 ifz=2
d(z z) = [ M@ ALY ifz#7
It is easy to check that if B satisfies the property of Minimal Revision then the following is true:
for every player i and for every node t#x,
d, B0, BpN<d(z Bp) ¥ z € K (t) with strict inequality if z # B (t).
(recall that p, denotes the immediate predecessor of t).
It is easy to check that d, is a metric, that is, it satisfies the following properties:

(1) Vze Z,dv(z, z)=0,

2y Vz,7 ¢ Z,z#7'=d (2.2)>0,

3) Vz2eZd(z2)=d/, 2.

@ V2,77 Z,d(z,2)<d (z.2) + d (@, 2".

This is so because, by definition of network assignment, there is a unique z* € Z such that
A (z*) =0, while for every z € Z/{z*}, A (2)>0.
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Proposition 2.1. Let B be a profile of beliefs that satisfies the properties of
Minimal Revision and Individual Rationality, and let (o, p) = (£(B), t(B)) be
the corresponding simple assessment. Then (o, p) is a sequential equi-
librium.

Proof. See Appendix B.

Proposition 2.2. Let (o, 1) be a simple assessment and let B =y (o, p). If
(o, W) is a sequential equilibrium then P satisfies the properties of Minimal
Revision and Individual Rationality.

Proof. See Appendix B.

We conclude with an example that shows that the properties of
Minimal Revision and Individual Rationality are independent. Consider
the game of Figure 3 and the following network assignment:
v(a)=v(c) =0, v(b)=v(d)=1,s0o that A (z)=0,A (z,) =l and A (z,) = 2.
Then the following profile of beliefs satisfies the property of Minimal
Revision: B (x)) =B,(x)=2,,B,(x)=P(x) =12, On the other hand,
Individual Rationality is violated for both players (for player 1 at x; and for
player 2 at x ). Indeed the corresponding strategy profile is (a, ¢) which is
not even a Nash equilibrium.

Concluding Remarks

Given an extensive game, we associated with every node t and every
player i a subset K. (t) of the set of terminal nodes, interpreted as player 1's
information when the play of the game reaches node t. A belief of player i
was then defined as a map from the set of all nodes into the set of terminal
nodes satisfying two main properties: what a player believes must be
consistent with what she knows, and a player’s beliefs must be the same at
any two nodes that belong to one of her information sets (since her
information is the same at those two nodes). We then defined four properties
of beliefs (Contraction Consistency, Tree Consistency, Individual Rationality
and Choice Consistency) and showed that these properties are sufficient lo
yield subgame perfection and sequential rationality. In order to obtain
consistency as defined by Kreps and Wilson one needs a further property,
Minimal Revision, which is a strengthening of Contraction Consistency, Tree
Consistency and Choice Consistency. The two properties of Minimal
Revision and Individual Rationality provide a characterization of sequential
equilibrium.
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APPENDIX A

In this appendix we prove proposition 1.1. We shall need the following
lemma, which is proved in Bonanno (1992b, appendix B). Recall that, if o is
a pure-strategy profile and t a node, then {(t| o) € Z denotes the terminal
node reached from t by following ©.

Lemma A. Fix an extensive game (with perfect recall and no chance moves).
Let B be a profile of beliefs that satisfies Contraction Consistency and
Choice Consistency. Then, for every player i, the following is true: for every
node x, if B,(x) € 8(x) then B.(x) = {(x | o) where o = £(B).

Proof of proposition 1.1. Fix an extensive game. Let B be a well-behaved
profile of beliefs and (o, p)=(&(P), 1(B)) the corresponding simple
assessment. That o is a subgame-perfect equilibrium is proved in Bonanno
(1992b). Thus we only need to show that (o, ) is sequentially rational.

A simple assessment (o, u) is sequentially rational if it satisfies the
following property. Fix an arbitrary information set hAand let 1 be the
corresponding player. Let X e h be the node such that u(x) = 1. Write ¢ as
(0, 0). Let o] be an arbitrary strategy of player i, and let ¢’ = (6], 5 ).
Then

(A1) UK o) 2 U @k o)

that is, by switching to a different strategy from information set h — given the
belicf that node X was reached with probability | and that future play by the
other players will be according to o _, — player i cannot increase his payoft.

Suppose that (o, p) is not sequentially rational. Then there exist a player
i, an information set h of player i, a strategy o/ of player i, such that

(A2) UK o) <U K lo
Wl}\cre Qel}g with p(Q) =1 and o'= (/c\s’i, c_). It follows that
C(x |c) = (X lcr')‘ By definition of u = t(B), X € h must be the predecessor

of B,(h). By lemma A, B,(h) = Lkl o). Let y be the node at which the path
from X to {(x [5) and the path from X to {(x |c5’) diverge [that is, both
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Q(Q ’ o) and C(/)z 1 o’) belong to 6(y) and, for every immediate successor w of
y, it is not true that both Q(Q ‘ o) and Q(é(\ | c') belong to 6(w)]. Then y
belongs to an information set of player i, call it g (g = h, and hence y = X, if
and only if o, and o, select different choices at h) and &(y | 6) = (X | o) and
Ly lo’ = z;(Q | ’). Thus, from (A2) it follows that

(A3) U.(&yl o) <U, &y o)
By Contraction Consistency
(A4) By =yl o)

[since {(y ‘ o) € B(y) and, by lemma 3 in Bonanno 1992a, 6(y) cK.(y)]. Let
y, be the immediate successor of y on the path from y to &(y | c"). Clearly,

(AS) &y, lo) =gylon

By Tree Consistency, B,(y,) € 8(y,). By lemma A,
(A6) By =Ly, o).
By Individual Rationality and (A4),

(A7) UGyl o) 2 Uy, lon

If C(y, ‘c):c(y] |c’), [which will be the case if no information sets of
player i are crossed by the path from y, to &(y, | o') or if ¢, and o] agree
on any such information sets] then (A7) and (AS) contradict (A3). If
Cly, ‘ o) =L(y, | c') then we can repeat the same argument (find the node
of player i at which the path from y, to g(y, | o) and the path from y, to
Ly, | o") diverge, etc.). Eventually, since the number of nodes (and hence the
number of information sets of player i) is finite, we will reach a node w such
that {(w ’ o) =gw | 6"). Putting together all the inequalities of the form (A7)
and (A5) we will then contradict (A3).
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APPENDIX B

In this appendix we prove lemma 2.1 and propositions 2.1 and 2.2 We
start with a few lemmas.

Lemma B. Fix an extensive game. Let v be a network assignment and A the
corresponding function defined on T. Then, for every node t € T,

(Bl min {kv(z)}zeom=kv(t)

Proof. Fix an arbitrary node t and an arbitrary z € 0(t). By definition of
A (), A(z)=A (). If t is a terminal node, then O(t) = {t} and there is
nothing to prove. If t is a decision node, by definition of network assignment,
there is an arc incident from t that has value 0. Follow that arc and whenever
a decision node is reached continue along an arc with value zero. Eventually
a terminal node z* will be reached. Clearly, z* € 6(t) and A (z*) = A (1).

Notation. From now on, given a network assignment v, for every decision
node t, we shall denote by z*(t) the unique terminal node reached from t by
following arcs that have value zero.

Lemma C. Let B be a profile of beliefs that satisfies Minimal Revision
(relative to network assignment v and corresponding function A ). Then for
every player i and every node t,

(B2) if B,(t) € O(t), then B, (1) = 2* (V).

Furthermore, if o =§(B) is the corresponding strategy profile and c is a
choice to which the relevant component of ¢ assigns probability 1. then
v(c) = 0.
Proof. Fix an arbitrary player i and an arbitrary node t. Suppose that
B,() € B(t). Since, by Minimal Revision, B,(t) is the unique minimum of
A () on K,(t) and, by lemma 3 in Bonanno (1992a), 6(t) c K, (1), it follows
that B,(t) is the unique minimum of A (-) on 6(t). It follows from lemma B
that () = z*(1).

Now fix an arbitrary information set, call it h, and let i be the
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corresponding player. Let x € h be the predecessor of B (h). Then
B,(h) € 8(x) and, by (B2), B,(h)=z*(x). Let ¢ be the choice at h that
precedes z*(x). By definition of z*(-) it must be v(c) = 0. By definition of
c=£(B) and the fact that B.(h)=z*(x), ¢ is the choice selected with
probability 1 by ¢ .

Lemma D. Let B be a profile of beliefs that satisfies the property of Minimal
Revision. Let h be an arbitrary information set and i be the corresponding
player. Let x € h be the predecessor of B, (h). Then,

(B3) L (x) <A (x), Vx"eh/{x}

Proof. By lemma C,

(B4) B,(h) = z*(x) and therefore A (B;(h)) =4 (x)
By Minimal Revision

(B5) A B, (h) <A (z)foreveryz e K, (h/{B,(h)}
If x" € h/{x}, then, z*(x") # B, (h) and therefore, by (B5),
(B6) AB () <R (2% (x7)).

Since A (x') =& (z* (x)), (B3) follows from (B4) and (B6).

Proof of Lemma 2.1. Let B be a profile of beliefs that satisfies Minimal
Revision with respect to the network assignment v (and corresponding
function A ). We want so show that f satisfies the properties of Contraction
Consistency, Tree Consistency and Choice Consistency.

Contraction Consistency. We need to show that if node y is a successor of
node x and B.(x) € K,(y) then B,(y)=B,(x). Since the game has perfect
recall, by proposition 1’ in Bonanno (1992a), K.(y) € K;(x). By Minimal
Revision, B,(x) is the unique minimum of 2 on K;(x). Since B;(x) € K,(y),
it follows that B (x) is the unique minimum of A on K,(y). By Minimal
Revision, B,(y) = f,(x).

Tree Consistency. Fix an arbitrary information set h and let i be the
corresponding player. Let x € h be the predecessor of B;(h) and let y be an
immediate successor of x. We want to show that B.(y) € 8(y). If K,(y) = 6(y)
there is nothing to prove, since B;(y) € K.(y) by definition of belief.
Suppose therefore that K. (y) is a proper superset of 8(y). If B;(x) € 8(y), by
Contraction Consistency B,(y)=B,(x) [since, by lemma 3 in Bonanno
(1992a), 8(y) < K, (y)] and there is nothing to prove. Suppose therefore that
B,(y) & 6(y). Let c={(t,, w)), .., (t_,w_)} be the choice at h that leads
from x to y. Then m=2 and for some j=1,..,m, t,=x and w;=y. Two
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cases are possible: (i) y is not a decision node of player i, and (i) y is a
decision node of player i. In case (i), by (5) of the definition of K. .(+) — since
K. (y) # 6(y) — it must be K. ()= O(WI) ..U B(w ). Thus if B, (y) # 6(y),
then there exists a node x’ € h with x’ # x such that B (y) € 8(y"), where y’
is the immediate successor of x’ following choice c. By lemma C,

(B7) B,y)=z* (y")

By minimal revision, since both z3(y') and z%(y) belong to K,(y) and
z%(y") # 2*%(y), using (B7) we obtain

(B8) A (23 <A (z5(y))

But, by definition of z*(-),

(B9) AN =A,y)and A (z*(y)) = L (y).
Furthermore,

(B10) Ay)=A (X)) + v(c)and A (y) =L (x) + v(c).

Thus, using (B8)-(B10) we obtain
(B11) A(X) <A (x)

which contradicts lemma D.

Consider now case (2) where y is a decision node of player i. Let g be

the information set of player i to which node y belongs. Then, since
B;(y) £ B(y), there must exist a node s € g such that s #y and B,(y) € 8(s).
By perfect recall s comes after choice ¢ at h. Let x" € h be the predecessor of
s (hence x’ # x) and let y’ be the immediate successor of x' following choice
¢. Then either y’ = s or y’ is a predecessor of s, so that 8(s)c 8 (y). If y' =s
the argument of (B7)-(B11) applies directly. If y’ is a predecessor of s then
B.(y) € 8(y"). Then we can apply the argument of (B7)-(B11) to y’ and reach
a contradiction with lemma D, as before.
Choice Consistency. Let h be an arbitrary information set and let i be the
corresponding player. Let ¢ be the choice at h that precedes B, (h). Fix an
arbitrary y € h and an arbitrary player j. Suppose that B(y) comes after
choice d at h. We want to show that d = ¢. By lemma C, v(c) 0.Lety' eh
be predecessor of B (). Then 3. (y) € 0(y’) and, by lemma C, B, (y) =z*(y").
Hence v(d) =0. By definition of network assignment, exactly one choice at
every information set is assigned value 0. Hence ¢ = d.

Proof of Proposition 2.1. Let B be a profile of beliefs that satisfies Minimal
Revision (with respect to network assignment v) and Individual Rationality and
let (o, p) = (§(B), T(B)) be the corresponding simple assessment, By lemma 2.1
and proposition 1.1, (o, u) is sequentially rational. Thus is only remains to



86 Economic Notes 1-1995

prove that (o, W) is consistent in the sense of Kreps and Wilson. By definition of
7(-) and by lemma D, for every information set h and for every node x € h,
p(x) = 1 if and only if x is the unique minimum of A  on h. By definition of £(:)
and by lemma C, v(¢)=0 if and only if c is a choice to which the relevant
component of ¢ assigns positive probability (in our case, probability 1). Let
B=NwC_, where N is the set of nodes x such that p(x)=1and C_ is the set
of choices to which ¢ assigns probability 1. Then, using the terminology of
Kreps and Wilson (1982, p. 887), B is a basis and v is a B labeling. By lemma
Al in Kreps and Wilson (1982, p. 887), (o, p) is consistent.

Proof of Proposition 2.2. Let the simple assessment (o, i) be a sequential

equilibrium and let B = x(o, w). We first show that B satisfies the property of

Minimal Revision. By lemma A1 in Kreps and Wilson (1982, p. 887) there is

a function N : C —» N (where C is the set of choices and N is the set of non-

negative integers) such that:

(i) if h is an arbitrary information set and X € h is the node such that
L(x) =1, then

(B12) AR <Ay (x) ¥ x € h/{X)

[where Ay : T — N is the function that associates with every node t the sum
of the values of the choices that precede t], and
(it) N(c) = 0 if and only if ¢ is a choice to which the relevant component of ¢
assigns probability 1.
Define v: s - N as follows: if arc a belongs to choice c, then
v(a)=N(c). Then v is a network assignment. We want to show that, for
every player i and for every node t:

BI3)y A (B,()< L (z)y VzeK|(b, with strict inequality if z = ,(t).

Fix an arbitrary note t and an arbitrary player i. We shall consider all possible
cases.

Case 1. Suppose first that t belongs to information set h of player i. Let
X ¢h be the node such that u(X)=1. By (ii) of the definition of
B=y(c.w.B.(=4X|o) and by (i) above §(X|o)=2z*(). Thus
A B, () =4 (z*(X) =2 (X). By (ii) above, if z € K, (h)/{z*(X)} then
A (z) > A (z*(X)). Thus, (B13) is satisfied.

Case 2. Supposc that t is not a decision node of player i and also that
K, (t)=6(). By (i) of the definition of B=ylo,w),B,(0)= Q(t' o). By (ii)
above, Q(tlc):z’t(t) and if z e O/{z*(t)} then X (z)>2X (V). Since
A (2% () =A (1), (B13) is satisfied.

Case 3.Suppose that t # X, is not a decision node of player i [note that, by
definition of K (-), the case t = x, must fall under case 1 or case 2] and K, (D)
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is a proper superset of 6(t). Suppose that Bi(p,) & K, (). It follows from the
definition of thg\ function K. () that p, belongs/t\o an inforr/r\lation set of player
1, call it h. Let/\t € h be the node such that pu(t) = 1 and y be the immediate
successor of 't following the choice to which arc (p,, 1} belongs (call it
choice ¢). By (iv) of the definition of B=y(o, n), Bi(t)=g(§%c). Thus
LBy = k\,(?) = kv(?) + v(¢). Fix an arbitrary z € K;(®/{B,(1}. Then, by
definition of K,("), z comes after choice ¢ at h. Let w e h bew the
predecessor of z (thus w# t) and w' be the immediate successor of w
following choice ¢. Then kv(z)zkv(w')=Kv(w)+v(C). By (B12),
h(w) > & (). Thus (B13) is satisfied.

Case 4. Suppose that t is not a decision node of player i, K.(t) is a
proper superset of 0(t) and Bi(p) €K (). Then by definition of
B =x(oc, W), B.(vy= B.(py. If p, falls under one of the previous cases, the
proof is complete [recall that by proposition 1’ in Bonanno, 1992a,
K.(p,) 2 K,(1)], otherwise consider the immediate predecessor of p, and so
on. Eventually we will reach a node that falls under one of the previous
cases.

It only remains to show that B satisfies the property of Individual
Rationality. Fix an arbitrary information set, call it h, and let i be the
corresponding player. Let X e h be the node such that pu(X)=1. By
definition of B = y(o, n), B,(h)=LX | o). Let y be an arbitrary immediate
successor of X. We want to show that

(B14) Ui(B;(h) 2 U, (B;(y)).

By Minimal Revision and lemma 2.1, B satisfies Contraction Consistency.
Thus if {(X | o) € B(y), then B.(y) =L(X | 6) [since by lemma 3 in Bonanno,
1992a, 6(y) < K, ()] and thercfore (B14) is satisfied as an equality. Suppose
therefore that £ (X | 6) & 0(y). Then node y comes after a choice at h which is
different from the choice selected (with probability 1) by ¢ at h. By Minimal
Revision and lemma 2.1, B satisfies Tree Consistency and Choice
Consistency. Thus B.(y) € 8(y) and, by Lemma A (cf. Appendix A)
B.(y)= C(i|0). Let o/ the strategy of player i obtained by modifying o,
only at information set h and so that the choice selected with probability 1 by
c; at h is the choice that precedes node y. Let 0 =(c},6_,). Then, by
construction,

(B15) L& lor=ciylor=tiylo.
By scquential rationality,
(B16) U, &&lonzu & lo.

Thus, using (B15) and (B16) and the facts that Bi(y)=Q(y| o) and
B;(h) = £(X| o), we obtain (B14).
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